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Abstract

Student’s Name: Weihong He
Dissertation Title:
Double Spin Asymmetry in Inclusive® Production for Longitudinally Polarized proton

proton collisions at's = 200GeV at the Endcap ElectroMagnetic Calorimeter at STAR

Measurement of the double-spin asymmadiry for inclusiver® production in
polarized proton proton collisions can provide important constraints on gluonic
contributions to the proton's spin. The STAR Endcap ElectromagnetarirGaier
(EEMC) is well suited for these studies, providing full azimutimalerage for 1.086 §
< 2.0, and with separate readout of two pre- and one post-shower &gk fine grain
scintillator-based shower maximum detector (SMD) that camdisgh between single
photons or electrons, charged hadrons, and neutral mestesuidn's) via the observed
transverse shower profile. The EEMC also provides fast tiigggen significant energy
deposition in individual towers, trigger patches, or jet patchgsA¢~0.007, 0.06, 1,
respectively).

Details of ther® reconstruction algorithm employed, and the first analysigdtsei
this pseudorapidity range for inclusiv@s will be reported. Results are based on the
2006 (run6) longitudinally polarized pp data set (sampled lumins8ifpb~1) acquired
at the Relativistic Heavy lon Collider (RHIC) at Brookhavertidfwl Lab (BNL), at a
center of mass energis=200 GeV and with average proton beam polarizations of 54%

(blue) and 56% (yellow). The measured double spin asymmegtris consistent with



next-to-leading order perturbative quantum chromodynamics (NLO pQ@&lbilations,

and expectations from fits to polarized deep-inelastic scattering data.

(Chair: Scott W. Wissink) (Charles Horowitz)

(William Jacobs) (James Sowinski)
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Chapter 1

Introduction

1.1 Thesis outline

In this thesis, we will report the preliminary result of reupion double spin
asymmetry in the Endcap Electro-Magnetic Calorimeter (EEMOGmM the STAR
experiment. Details about the STAR experiment, physics motivateiactors, software
development, simulation studies and data analyses for neutral piorewdiscussed in
different chapters in the thesis. Conclusion will be made finally.

In Chapter 1, we will present an overview of the RHIC spinrano@nd the STAR
experiment in very high energy situation. Then we will explaily wie are interested in
probing the double spin asymmetry from neutral pion production in the fonapidity
region, because it can provide us with strong constraints on the glwrigbation to
the proton’s spin structure.

In Chapter 2, we will introduce the STAR detector system. Tiowhee system
includes many complex detectors. We will introduce the detaih®fEndcap Electro-
Magnetic Calorimeter in the near forward-rapidity regionSGfAR, because this is the
most important hardware we are employing for this thesis. Gilersystems will be
presented briefly.

In Chapter 3, we are introducing the endcap pion finder softwarepmezit along
with the physics process of neutral pions in the specific EEMEhamgcal structure. A
neutral pion will generally decay into two photons in the endcap, thgyedeposition

and position information can be obtained according to our special-deésijmawver



Maximum Detectors (SMD). For each photon point candidate, the ersedggided by
the corresponding tower cluster. A pion candidate will be reconstradter a set of
selection criteria. Please check Chapter 3 and appendix C fosoftweare detail
information.

In Chapter 4, we report the simulation study result. Therdo&vithree main topics
in the simulation study: energy sharing among the EEMC aujdowers, neutral pion
energy deposition study in the EEMC, and pion reconstruction and effycs¢mdy. This
part plays an very important role in the early stage of ougldpment for the pion finder
software package, and help us optimize our software frameworlsetup for real data
analyses.

In Chapter 5, we report the real data analysis result framrun6 (2006)
longitudinally polarized proton-proton runs. We select the data from rithGuccessful
finishing note marked online at STAR computing page, and require extliests having
valid luminosity information from the luminosity file for run6é dai&e optimize the
parameter setup in the pion software and generate neutral piorBsed. on these trees
and luminosity information, we normalize the yield by four spin-ddpeh states and
grab the yield by proper fitting procedure. The double spin asymnsethen calculated
with statistical uncertainties and systematic errors.

In Chapter 6, based on the statistical analyses from our dalguésgults and theory
prediction, we believe that our double spin asymmetry results rulargetAG situation

for the gluon’s contribution in a proton’s spin structure.



1.2 RHIC spin program overview

During the past few decades, scientists around the world have been prolmngrthe i
structure of the proton’s spin. The Relativistic Heavy lon Colli@@HIC) was
constructed at Brookhaven National Lab (BNL) to study high energysicols of
polarized protons, gold ions, etc. The Solenoidal Tracker At RHIC g T#\one of two
large detectors at BNL that is being used to investigatgltimn’s polarizatiomMG, and
determine whether the gluon carries part of the proton’s spin. Th& IBTAR spin
group built and installed the Endcap ElectroMagnetic Calorim@&&MC) in the
forward rapidity region of STAR to detect the produced jets ofighest particularly
gamma rays and neutral mesons, which will give us important iatem about the
nature of the proton’s spin.

Compared to the polarized beam energy of 24.6 GeV in the AGS 1890k, the
current achievement in polarized proton beams at the RHICn@aghes to a high center
of mass energws=200 GeV, with “blue” and “yellow” beams of 100 GeV energy
separately. The total integrated luminosity for the 2006 longitudiured was about 8.5
pb~1. The plan is to provide a center of mass energy ugstb00 GeV and higher
luminosity of the polarized proton beams in the future. With the hightgpabton beam
collisions so far and in the future, we can carry out a goodtatatiand systematic study
of jet and neutral pion production at high transverse momentynwipere we can
compare our results reliably with predictions from next to legdirder perturbative
guantum chromo-dynamics (NLO pQCD).

In this thesis, we report the first measurement of the inclasivial pion double

spin asymmetryl;, from the EEMC at STAR at a center of mass enelg200 GeV,



by analyzing the run6 (2006) longitudinally polarized proton-proton datidnid chapter,

we will give the theoretical explanation for the physics motivation of doingehkéesarch.

1.3 Physics Motivation

A primary goal of the RHIC spin program is to understand the glugpin
contributionAG to the proton’s spin structure. The STAR detector and the Raility
(see Chapter 2) are well designed to do this research. Budaviwe want to understand
AG in the proton’s spin structure? How can we relate the doubleaspmmetry of the
inclusive neutral pion production tdAG? And how can the longitudinally polarized
proton-proton collisions studied with STAR allow us to determineettEsymmetries?

The answers to these three questions will give us the physics motivation fondlyis s

1.3.1 Origin of the proton’s spin

In a simple model of the nucleon, the proton’s spin structure can be pidaean
into four parts: the quark’s spin contribution, the gluon’s spin contribution, laad t
orbital angular momentum of the quarks and gluons. We expressstkie dollowing
formulae,
1 q, 16 1 1.1
S,==AT+AG+LI+LS == (1.1)
2 2
. . . , . . . _ nr
In this equationsAX is the quarks’ polarization in the protany = .-, Aq;, where
Ag; = fol[qi+ (x) + g (x) — q7 (x) — g7 (x)]dx, is summed over all quark flavosG is
the fraction of the proton’s spin carried by the gluons’ spin.itagsy focus of the RHIC

spin program); and. andL$ are the orbital angular momentum contributions from



quarks and gluons respectively. We can describe the components in fétmijlan a
more general way by using the quark/anti-quark and gluon helicitgrpdistribution
functions (PDFs):

Afi(x,QD) = £ (x,09) — fi (%, Q%) (1.2)
wheref;* (x, Q%) /f;" (x,Q?%) denotes a type partonic distribution with positive/negative
helicity in the proton, anc is the Bjorken parameter which denotes the momentum

fraction carried by the parton in the nucleof.d®notes the hard scale. The integral

Afi(Q2) = f, Afi(x,@%)dx = [[(f*(x,Q%) — £ (x,Q%))dx (1.3)
gives us the spin contribution to the proton from typearton. The orbital angular
momentum contributions are unknown so far. We will focus our discussion gadhes’
and gluons’ contributions.

There have been many studies of the polarized parton distributitresrafdeon in
recent years [1-25], carried out by world-wide collaborations puograms, such as
SLAC-Yale E80, CERN-EMC, CERN-SMC, SLAC-E143, SLAC-E142, DESY-
HERMES, SLAC-E154, and SLAC-E155. Polarized deep inelastic sogtt@DIS) of
leptons on nucleons has been the most widely used method for probing tthacpar
contributions in the nucleon. These experimental data give us moémae information
about the quark, anti-quark, and the gluon polarizations. The basic condtosiotihese
pDIS experiments is that only a small fraction of the protgpis is carried by quarks
and anti-quarks [26-37], which means A¥2is small compared to the proton’s total spin
of 1/2. Several theoretical groups, such as E. Leader, A.V. SidoroD.81xdbtamenov
(LSS), M. Glueck, E. Reya, M. Stratmann, and W. Vogelsang (GRE\Gehrmann and

W.J. Stirling (GS), J. Bluemlein and H. Boettcher (BB), Asyetmy Analysis



Collaboration (AAC), D.de. Florian and R. Sassot (DS), D.de. FHp@GaA. Navarro and
R. Sassot (DNS), G. Altarelli, R. Ball, S. Forte and GddRi (ABFR), etc, have
attempted to extract the polarized parton distribution functionsF¢POrom the
experimental measurements, and have verified this conclusion $&8ral recent

analyses will be shown below.
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Figure 1.1: Parton densities and their uncertainti€s at 10Gev? (2005).
Figure 1.1 shows a recent parton densities study from the DNS @@uple
partonic contribution from each flavor quark or gluon, multiplied by therk&n
parameter ¥ is prescaled. The green and yellow uncertainty bands correspapd-t

andAy?=2%.
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Figure 1.2: Gluon densities from different theoretical assumptions by GEERN )

Figure 1.2 shows the gluon’s helicity distribution in x from the GR&dy [40].
The four curves in figure 1.2 represent four different theoreticlnagtions, AG=std
(best fit to DIS 2001) (GRSV-STDNG=g (GRSV-MAX), AG=-g (GRSV-MIN) and
AG=0 (GRSV-ZERO). From this detailed plot, we can see thét xaries significantly,
especially when the momentum fraction in the proton carriedhégluon is larger than
0.01. Comparing the upper-left and upper-right plots of figure 1.1, itees ¢hat the
quark, and anti-quark contributions have a much smaller uncertaintytiieamdhe gluon
one, which is consistent with what we see in the variatiokGbn figure 1.2. Theorists
are in agreement thaG is poorly determined by the pDIS data alone.

D.d. Florian, R. Sassot, M. Stratmann and W. Vogelsang (DSSV) hagetlaon
latest global analysis of parton helicity densities and theirrtainoges for the nucleon

[1]. We cite a table below.



Table 1.1: Global QCD analysis for first moment§4t10 Gev?

Tin =0 Tmin = 0.001

best fit Ayt =1 A =2%

AutAa 0.813 0.793 *§0t1 0.793 1103
Ad+ Ad 0,458 -0.416 +0.011 -0.416 T 0%
Au 0.036 0.028 +5 020 0.028 1305
Ad -0.115 -0.089 002 -0.089 *505%
A3 -0.057 -0.008 FhS  -0.006 *{og

Ag -0.084 0.013 +5158 0.013 15

. 0 . 2

AY 0.242 0.366 10015 0.366 1105

The latest global analysis [1] of parton helicities in theeaucin the above table
1.1 shows thanX is around 0.2~0.3, and is constrained very well, while for the gluon’s
contributionAG, the uncertainty is relatively large compared to the valurileaéd, and
is also dependent on the integral range of the Bjorken parameter x.

From the same global analysis, we show the following plot:

| I I I LI LI I rl I 4._ I I I I I I T ||| T ]
410 — all data sats | o ——— DHENIX | J s
[ R —==F [ 5,
05 | q1- e mis | I
wof 1 [ ]
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395 - H'x P .'. = : x-.n“'x ! .-'.I.. :

X s {a) 4 i L ]

I L1 L1 1 |~|:I__| 1 4+ i-'l"=—I . II:bI_ |:|
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J-E [ R "'] _".,g u, = |

Figure 1.3:AG variations from different data source®at= 10Gev?[1].
By adding the new data from PHENIX, STAR, SIDIS and DIS, theststw the
AG contribution on the above plot. This suggests Al@ats small in the accessible range
0.05<x<0.2 of momentum fraction, but it is important to use other probesxghore

other ranges of x in order to better understa@din the proton’s spin structure.



1.3.2 Double Spin Asymmetry4;; in AG study

From the above, we see that it is very important for the RpilC pgogram to
provide more constraints akG. In proton-proton collisions at RHIC, jets are produced
and detected in large numbers. From the double spin asymmetrg aicthsive jet
yields, which can be measured directly, we can test theorptdilctions forAG. There
is a complication in this process, however, because the experirsentafid the
theorists must agree on how to define a "jet" in order to make these comparisons.

We can also obtain useful information A by measuring the double spin
asymmetry A_ for inclusive neutral pions, using analysis techniques simildhdse
used for jets. Pions are not produced directly in the hadronic itierm@t RHIC, but
are created as the outgoing partons fragment. In this caseyaids the difficulty of
needing to define a jet, but in order to make theoretical prealctone needs to
understand the details of the fragmentation process. This can natché&ted using
pQCD, and theorists rely on experimental measurements of how ofigryith what
energy, pions are produced in jets. If these details are understootiggridris can be
detected and reconstructed efficiently, then measuringfét neutral pions will help
constrailnAG.

Replacing the gluon role into formulae (1.2) and (1.3), we can get:
AG(Q?) = [} AG(x,Q¥dx = [[[G*(x,Q%) — G~ (x,Q})]dx (1.4)
whereG™* or G~ denotes the gluon polarization in a proton either parallel or arstilgar

to the proton’s longitudinal polarization. The unpolarized gluon distributi@ngroton is

expressed by:

G(x, Q%) =G*(x, 0 + 6~ (x, Q%) (1.5)



.. . . AG(x,Q%)
The actual gluon polarization is then defined & 0%
The measured double spin asymmetry is defined from the spin dependence dftibe rea

Cross section:

__dAo _ dott—-dot™
Ap = do  dott+dot- (1'6)
For the high transverse momentum pT collisions in polarized pp $cgterRHIC, we

can describe the cross section by [46]:
dAo = Zab f dxa f dbefa(xa' QZ)Afb(xb' QZ) X dA&ab(xa: Xp, PT) as(Qz)rpT/Q) (1-7)

where a and b denote the type of interacting partons, dad#t};, denotes the
corresponding spin-dependent partonic cross section. If we now cotigdgin effects
from pQCD for the process-specific spin correlation coeffici@i, af;°“(3,t,2),

expressed in terms of the Mandelstam variabdes i) for partonic hard scattering, we

can relate the measured and partonic spin correlations as:

Afa(x1,0%) Afp(%2,0%) sproc, s 2 o
A, = i e
1L ™ T 00?) falred tu G0 (1.8)

whereAf/f denotes the partonic polarizations, @aandb denote the colliding partons in
the process of interest.

At RHIC, we can study longitudinally polarized pp collisions. Is tase, the
primary source of direct photons is mainly from the QCD Comptortesceg from the
guark-gluon sub-process interaction [44]. Formula (1.8) can be writbea specifically
as:

N AG(x4,Q?)

Au = G(xg,0%)

A7 (g, Q%) (07) (1.9)
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Figure 1.4:4Y (x,, Q? = 5Gev?) from pDIS GRSV2000 [40].
With this formula (1.9), we can see the direct relation betwsemieasured double spin
asymmetry and the gluon’s polarization in our experiment. The quankasgmmetry
Af(xq,Qz) is measured in the polarized deep inelastic lepton-nucleon suatteri

experiments; the GRSV2000 [40] analysis of these measuremehizws in figure 1.4.
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From figure 1.4 we can see that scientists have done aVatr&fon the measurements
of the quark spin asymmetry, and very good progress has been madeird ltermn on
the right hand side of formula (9) is the process-specific-gmirelation coefficient in
gluon—quark Compton scattering, which is predicted at high enebgigserturbative

Quantum Chromo-Dynamics (pQCD) [45].
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Figure 1.5:¢;; distributions from all possible parton reactions
Figure 1.5 shows the process-specific spin-correlation coeffaignibutions for
different parton reactions. In our experiment, the main processe®iast are described

by curve C. We will discuss more about this later.
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We have fully discussed two terms on the right hand side of forin@)athe quark
spin asymmetryélf(xq,Qz) and the process-specific spin-correlation coeffici@nt.
Since these two terms are well understood, we can now seeskatah on the double
spin asymmetry,; is very useful if we want to better understa.

In our experimeny,; is an observable which can be calculated from the spin-

dependent yields of neutral pions. Formula (1.6) can be expressed as:

L (N+++::**N__J—(t”N+_+t”N_+j
oO.,L—0
A =——= * — = - (1.10)
P *PR
O-++ +O—+— y b (N++ + t++ N__j+(L++ N+_ + ::-H- N_+j

whereP, andP, denote the beam polarizations for the yellow and blue beam; ++; +-, -
and -- denote the four spin states from the two polarized proton b¥amsy,_, N_,
andN__ denote the four spin-dependent neutral pion yields;LapdL, _, L_, andL__
denote the four spin-dependent luminosities. This means we caorméas double spin
asymmetry from our experiment by performing several differaeasurements, as we

discuss below.

1.3.3 The Neutral pion yield from proton-proton collisions

In a high-energy proton-proton collision, the hadronic reaction cansbebeel in
terms of its long-distance and short-distance contributions [46]. drfgedistance parts
are from the structure of the nucleon in terms of its partorrilgligions, which describe
the universal properties of the nucleon. The short-distance partdeoathier hand,

describes the interactions of the partons, and can be calcbiatading perturbative
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Quantum Chromo-Dynamics (pQCD) theory, which means the short-distaeseare

process-dependent.

Figure 1.6: Some Feynman diagrams of partonic interactions in a high enexgijigipn.

Three main sub-processes are involved in the hard partonic iotesagdtring a
high energy pp collision: the gluon-gluon, quark-gluon and quark-quark itigrscin
the RHIC spin program, we want to know the gluon’s contribution to a nucleon’s spin. So
we are most interested in the short-distance interactionanm¥aive a gluon. As we
discussed above&? production in pp collision is parton-dependent shown in figure 1.6;
different sub-processes will give different neutral pion contrimstin thegp—> 7° + X
reaction. We study inclusive neutral pion production in the STAR expeti because
high pT 7% production in pp collisions is a high-yield signature of hard partonic
interactions, so physically it is easy to produce and detect.

Theorists have studied the theoretical cross section for ivreclugutral pion
production in the reaction gfg—> n° + X. By performing a next-to-leading order
perturbative Quantum Chromo-Dynamics calculation [47- 49] on afgatoton parton
distributions [50] with contributions from initial gg, qg and gqestg61], theorists make

the following predictions [45]:
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Figure 1.7: Fractional contribution of each partonic sub-procetigetinclusiver® yield
as a function of pionpby NLO pQCD calculations fo¥s = 200 GeV pp collisions at
pseudo-rapidity=0.
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Figure 1.8: Fractional contribution of each partonic sub-procettinclusiver’ yield
as a function of pion energy by NLO pQCD calculationsio= 200 GeV pp collisions
at the pseudo-rapidity=3.3.

Figures 1.7 and 1.8 show the separated partonic (gg, qg, qqg) contributions to

inclusiverr® production in proton-proton collisiogg—> 7° + X at the center of mass
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energyVs = 200 GeV in the mid- and forward-rapidity regions of the STRectors,
respectively. From the two plots above we can see that the qd-@uan) sub-process
dominates the reaction, which means that inclusive neutral pion prodirctioe STAR
experiment is sensitive to gluon’s helicity preferences. In otleeds, the double spin
asymmetry4,, for inclusiverr®s is sensitive to the gluon’s polarization in the STAR
kinematics. Since our experiment is a high momentum-transdetiaa, it is useful to
choose the transverse momentum that will optimize our analysielokiver®. From
figure 1.7 we can see that th®s greatest sensitivity to gluon polarization is in the
intermediateT range (~ 5-15 Geg.

From the above three sections about the physics motivation for tevieateutral
pion analysis at STAR, we can conclude: first, polarized p+p icmsat RHIC allow us
to study the proton’s spin structure with strongly interacting @dbecause of the
sensitivity to gluon polarization in the nucleon; and second, measuringaAd using

pQCD and previous results from pDIS, combine to provide strong constrainG.on

1.4 Inclusive neutral pion analysis overview at RHC

As we discussed previously, we report here the inclusive newtrablpuble spin
asymmetryA;, result for the first time from the EEMC at STAR. The resultere
obtained at the center of mass energyWs£200 GeV by analyzing the run6é (2006)
longitudinally polarized proton proton data. There are several other ireepéal
programs going on at RHIC that also involve inclusive neutral piorysewl Here we

will give a very brief introduction to these programs.
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STAR is a huge collaboration with many detector subsysteamsge aliscussed in
Chapter 2. The Barrel EMC [52] is also one of the main ca&iam. Our Barrel EMC
colleagues perform inclusive neutral pion analysis in a diffggsatido-rapidity range of
-1<n<1. The BEMC *“sees” the same polarized proton beams as we do, and our
colleagues have shown their preliminary results from the 2005 and 209&tdBYS
meeting [53].

Another group at STAR reported their inclusive neutral pion cratsrsanalysis
for 2003 d+Au data at a center of mass enel§y=200 GeV. They used only half of
the BEMC, with pseudo-rapidity rangenx1 [54].

PHENIX is another big collaboration at RHIC. They have repantddsive neutral
pion results since 2004 [55] using the longitudinally polarized proton paatiisions.
Their results are consistent with theoretical expectationEN?Xl however, can only do

m° analysis over a narrow range of pseudo-rapidity0]30.
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Chapter 2

Experimental Setup

2.1 Polarized Proton Collider at RHIC

The Relativistic Heavy lon Collider (RHIC) provides a usetitiaéor the study of
spin physics [57]. Figure 2.1 shows how the scientists and engidesigned the
accelerators and storage rings for polarized protons at RHIG, highlighted details
such as the ion source, Siberian snakes, beam energies and polaraadiarollider
luminosities. The complex is a frontier facility in the high rgyespin physics world in
handling polarized ion beams in synchrotrons and storage rings. Welisallss the
working functions of the complex step by step in the following.

The polarized proton beam is accelerated from a recentlyedpatically pumped
polarized ion source (OPPIH)", which was constructed from the KEK OPPIS source
[58]. The polarized ion source produces a gf(ulse with at least 0.5 mA™ ion
current with 80% polarization, which means alb®wt 101! polarizedH ~ per pulse. A
future goal is to improve the source intensity to over 10 mA cyraeta polarization of
90%, in 10Qus pulses with production frequency 7.5 Hz [59]. This should increase the
beam polarization in the Alternating Gradient Synchrotron (AGS)RtkL to 65 — 70%.

The polarizedd™ ions are accelerated to 200 MeV with a radio-frequency
quadrupole (RCF) accelerator and a 200 MHz Linear AcceleratbfAL), which was
built in the late 1960’s. As thE~ ion pulse goes into the AGS, the polarized proton
injector to RHIC, it is strip-injected and constrained intangle polarized proton bunch

in the AGS Booster. The polarized proton beam is accelerated to ¥.5nGbe AGS
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Booster, then is transferred to the AGS and undergoes another increase irupriergy

GeV.

Polarized Proton Collisions at BNL
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Figure 2.1: The accelerator complex at BNL, which includes the impefements for the
acceleration of polarized protons: The polarized proton source, the 200 MeaVakidats
polarimeter, the AGS Booster, the AGS and RHIC. To run the RHIC spin prograntitvasian

snakes” and four spin rotators are installed for each detector [56].

To inject polarized proton beams from the AGS into RHIC with opplarization
transfer and at the proper injection energy, the AGS to RHIC)(#&Rsfer line has been

developed [60]. The proton beam’s polarization transfer efficienttyeaRHIC injection
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point is dependent on the proton energy [56]. The injection energy girdben beams
can be varied from 20.58 GeV to 28.3 GeV [61].

Depolarizing resonances have long been a severe problem duringelbeation of
polarized beams in a circular accelerator. Whenever the smassien frequency of the
polarized proton beam matches (actually any rational fractiohpfrthe oscillations of
the focusing magnetic fields, a depolarizing resonance occurs. So thergaye alot of
depolarizing resonances during acceleration, especially in aniragpérwith high
energy polarized proton beams. Imperfection resonances and intessiances are the
two main types of depolarizing resonances. But for acceleratibigh energies at RHIC,
the traditional techniques used in the AGS to overcome theseares®) such as
betatron tune jump and harmonic corrections of the vertical orbit [62]pat effective
ways to solve these problems. A new technique, the ‘Siberian Sré#{e’Has been
introduced to overcome the large number of depolarizing resonancedi@t Rhe
Siberian snake rotates the spin vector and reverses the beamagpiolardirection each
orbit as the beam passes through the snakes. This idea waggdegsmentally verified at
the Indiana University Cyclotron Facility (IUCF) Cooler Rirgd]. At RHIC, two full
Siberian Snakes are applied on opposite sides of the RHIC mwngsercome the
depolarizing resonances.

In addition, two spin ‘rotators’ are installed on each side ddT#R and PHENIX
detector (see figure 2.1). These helical dipole-magnet spiromretatre proposed by V.
Ptitsin and Y. Shatunov, and were funded by RIKEN in Japan [65]. A abt&lspin
rotators and 48 helical dipole magnets are placed at RHIC.hEo2Q06 pp data set,

experimentalists used the spin rotators to change the beam rgmitaions prior to

20



collisions, so we could “dial in” transversely or longitudinally gg@ed proton beams
before collisions. Our analysis is based on longitudinally polarized beams.

The polarized proton beams travel around RHIC in two separase calfpd the
blue beam, which moves through STAR from east to west; and tlosvylelam, which
moves from west to east. The polarized proton beams can be deckler&RHIC to
higher center of mass energies. For the 2006 data, this enagy/sw200 GeV.
Collisions of the two polarized proton beams happen in multiple awllipoints, for
example, at STAR, PHENIX, BRAHMS, and so on. STAR is locateithat6 o’clock
position on the map of Figure 2.1.

A summary of the main RHIC accelerator and polarized proton pasmeters is
given below:

Table 2.1: Main parameters of RHIC acceleration and polarized proton beams

Parameter
Peak c.m. energy 500 GeV
Initial luminosity 2 % 10*emZsec !
Interactions per

crossing (60 mb) 1
Protons per bunch 2 % 104
Bunches per ring 120
Normalized emittance (95%) 20 7 mm nmrad
7* 1 m
Average polarization T0%
Stable Spin direction

at Interaction Point vert. or long.
RF voltage per turn 6 MV
RF harmonic number 2520
Long. emittance (95%) 0.3 eV sec
Beam Momentum Spread 2.6 % 1074
Beam-beam tune spread (per TR) 0.007
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2.2 The STAR detector

STAR was originally envisioned to study the Quark-Gluon-PlasiG®)@reated in
relativistic heavy ion collisions [68]. As research has prages the spin physics
program has become an important priority at STAR. Because of théavge number of
high momentum particles produced in central heavy ion interactiondR V88 designed
to measure many observables. The double spin asymmetry of neatralppoduced in
polarized pp collisions is one of the important topics we can study effici¢r8/AR.

STAR is a sophisticated complex with many subsystems. Thetatesystems
include: the Endcap Electro-Magnetic Calorimeter (EEMC), taedB Electro-Magnetic
Calorimeter (BEMC), a Silicon Vertex Tracker (SVT), ai®@ih Strip Detector (SSD),
the Time Projection Chamber (TPC), a Time of Flight sygfe®F), two Forward Time
Projection Chambers (FTPC), Beam-Beam Counters (BBC), theaFdiion Detector
(FPD), a Photon Multiplicity Detector (PMD), and some subsystefnthe TPC as
shown in figure 2.2. The STAR TRiGger (TRG) and Data AcQuisifidAQ) systems
will be discussed in a separate section.

As we can see from the lower plot in Figure 2.2, the center 8fTtAR geometry is
the nominal collision point of the polarized beams, which is defined-@st the center
and with z increasing along the beam direction from easest. Wwn the STAR geometry,

pseudo-rapidity is an important physics concept, and is defined as:

0
1 = —log(tan(3)) (2.1)
wheref is the polar angle measured from the z axis. The azimutha ariglanother

parameter used to identify the position of detectors.
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IUCF’s main hardwareontributionto STAR is the EEMC, and thwsork will focus
on neutral pion analysis from the EEMC. we will give onlya brief introductiorto the

other subsystems at STA&)dprovide moraletails of the EEMC in a later secti
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Figure 2.2: STAR detector [] and a schematic profile of the 20§éometry 67].
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2.2.1 Magnet subsystem

The 0.5 T solenoidal magnet is a central feature of the SiEA&ttor, It has a
roughly cylindrical geometry and is capped by two pole tips. The mam lmibutside of
the TPC. The magnetic field has been mapped very precisely 486ying us to

accurately measure and track the transverse momentum of the pratiacged particles.

2.2.2 Time Projection Chamber

The TPC is the primary tracking detector of STAR, withalgyd geometric
acceptance, and capable of handling the very high particlepiities produced in
central heavy ion collisions. The TPC fills the central region of STwiE a coverage of
-210cm <z < 210cm, 50cm <r <200 cm, ® < 2t and -1.8 < < 1.8. It is divided into
two halves at z=0. As the world’s largest TPC, it can be usé@dek particles, measure
the particles’ transverse momenta, and identify particles with pT>100 Meéd}/c

The TPC has several subsystems. To reconstruct the large nofmteticles
produced in the central region with good momentum resolution and energy los
measurements, a very efficient TPC readout system [71] has deeeloped. To
determine the spatial shift, and drift velocity, needed to cadiliret TPC during a run, a
laser system [72] was developed, which uses ultraviolet (LBér laeams to ionize the
drift gas [73]. A sophisticated gas handling system is reqdmethe TPC. The first of
two mixtures of gases is used in the TPC during runs so far: 9% Ar + 10% CH,)
or 50% He + 50%C,H,, with great care required for the temperature and pressure

monitoring [74].
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2.2.3 Forward Time Projection Chambers

To cover the acceptance of particles produced at high pseudo-rapidty
cylindrical FTPCs were installed at STAR, one on each sidthefcentral collision
region [75]. As we can see from Figure 2.2, the two FTPCoaatdd at 2.5 47| < 4.0.
The FTPCs are a good complement to the TPC, and make STAR d&tetracking

particles over a larger region of space.

2.2.4 Silicon Vertex Tracker

The SVT consists of three layers of silicon drift detectorsosnding and very
close to the collision point at STAR [76]. The SVT provides two-dinoeas hit position
measurements and increases the tracking capabilities ofPGeby helping to identify
the primary vertex of a collision. This increases the tracknentum resolution and
improves measuring the particle’s energy loss. The SVT asm be used to help

reconstruct short-lived particles.

2.2.5 Silicon Strip Detector

The SSD can be treated as a fourth tracking layer beyond theTB& BSD plus
SVT provides a complete small tracking system inside the TRT This improves the
tracking of produced charged particles, by recording more infaymabn two-

dimensional hit positions and energy loss measurements.

2.2.6 Photon Multiplicity Detector
The PMD is located behind the east FTPC, and covers the forwand edg
z=550cm over the range 2.51< 3.5. It was installed to measure the spatial distribution

of photons for further analysis [78]. The PMD is not used in our neutral pion analysis.
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2.2.7 Forward Pion Detectors

The FPD'’s are located on both sides of STAR at z=7 m (wepside=-8 m (east
side), and very close to the beam pipe. The FPDs were installedeasure and
reconstruct neutral pions in the far forward rapidity regionhwatverage pseudo-

rapidities €9>=3.7 (east side) anchx=3.3 (west side) [79].

2.2.8 Barrel Electro-Magnetic Calorimeter [52]

The BEMC is another important calorimeter besides the EEMETAR. The
BEMC was constructed to trigger on and reconstruct highrgcesses such as jets, pions,
eta mesons, and direct photons. The BEMC is an annulus located bétwemagnet
coils and the TPC, with a large acceptance in pseudo-rapijffiy pnd azimuthal angle
0<e<2r. The inner surface is at r=220 cm, and the BEMC is about 6 mgthleThis is
a traditionally designed sampling calorimeter with a total of 480@r®wWNo more details

on the BEMC will be given here since it was not used in this analysis.

2.2.9 Beam Beam Counters

The BBC's, basically two arrays of hexagons and use sameeggitut techniques
as EMC'’s scintillator counters, are installed on each sideeoSTAR detector to collect
signals which are used to identify collisions [80]. The BBC’ssueaboth the time of a
collision, by the average flight time of produced particles, drel gosition of the
interaction, by taking the difference of arrival times betmwéhe east BBC and the west
BBC, and knowing the distance between the two BBCs. This fundamegggrtdevice
provides a good constraint on the collision, and is also a primary rakdaterming the

experimental luminosity.
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2.3 The Endcap Electro-Magnetic Calorimeter

The Endcap Electro-Magnetic Calorimeter was designed andumedtat I[UCF,
and installed as one of the main calorimeters at STAR. This udepiee was mounted
on the west side of the STAR detector in order to increasectieptance for particles
such as direct photons, electronst, jets, and pion and eta mesons produced in the
forward rapidity region from high energy collisions at STAR. Timeldap is crucial to
the study of the gluon’s contribution to the nucleon spin structure Usnigigh energy
polarized proton beam collisions, because of its large acceptanceiggeding in jet

production, gamma-jet coincidence measurement, and providing discriminafia? of
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Figure 2.3: Schematic of half of the EEMC in a quarter of the STAR de{8dfor
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The EEMC is located on the inner face of the west pole-tip ARSas we show in
figure 2.3. The Endcap is an annulus with projective geometry of anrexhes starting
from 75 cm, an outer radius starting from 215 cm, and a longitudinal dbpth 34 cm.
The acceptance in pseudo-rapidity covers a range of In82® and azimuthal angle

0<p<2zn. A small services gap is located between the Endcap and the Barrel.

2.3.1 EEMC physics performance requirements

We have discussed the core physics tasks previously. To adieseegbals, the
EEMC has been designed very well in many respects. The Enddapigsed to cover
most of the forward solid angle, to enhance the acceptance ticlgsmiproduced at
STAR. The detector hardware has a wide energy acceptanceframgess than 1 GeV
to over 100 GeV. The fine transverse segmentation of the calorimetesigned to aid
in identifying high energy photons and electrons, and distinguishing bepte¢ons and
neutral mesons, and electrons vs hadrons. STAR is basically a dleetodebut the
EEMC is designed to have a signal response fast enough to radaddydize signals for
every bunch crossing (110 ns). The EEMC is also well equipped longitiydiimal
addition to towers in different sectors, there are pre-shower, posts and Shower
Maximum Detector (SMD) layers that provide important informatbout the particles
that interact in the EEMC.

Energy measurements in the EEMC play a vital role in recetisag incident
particles during STAR runs, especially when RHIC is to rub0&t GeV center-of-mass
energy for polarized proton beams. To meet the requirements fatidgid’t, the

EEMC must be able to measure transverse momenta ug40@eV/c. Because of the
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forward position of the Endcap at STAR, this corresponds to electrogienef up to
150 GeV. To contain the electron’s energy requires that the depth of the EEMGE Is&oul
at least 20 radiation lengths. The EEMC was built to have 21.8 radiatigths at=2,
and 27.6 radiation lengthswgt1 from the collision point of view.

A detailed discussion of all the performance requirementaeoEEMC can be

found in reference [82]. A summary of this information is given below in table 2.2.
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Table 2.2: This table summarizes the main physics performance requsdordhe

EEMC [82].

Fealure

Requirement

Driving physics goals

Ceom, acceplance

E o in one Lower

Eppax 10 0me Lower

Linearity

Depth

Energy resolulion

1/

discrimination

¢t /ht
diserimination

Jel
reconslruction
Sepmentation/

rale capability

Tower calibration

Coverage gaps

SMD calibration

Timing response

l=p=2 [ull ¢

=02 GeV

150 GeV

< |0% integral non-
linearity, ~ =130 GeV

22X, =1 hadron
interaction length

(<) +20)
‘l".' -

7 fv suppress [aclor
=3 for pra 1020
GeV/e = SMD

Suppress h* /et by
=10 for prz s GeVe

= pre/post-shower

7.1 for i, Gy

Tower occupancy < 0%
@ Lyp = 2 10°; tower
size 2 2 shower diam,

Absolute E calibration
Lo + 2% (+ 1% onling)

< M svslemalic shower
E loss in cracks

Relative gains of adjacent
strips known 1o = + 0%

< | RHIC beam
period {110 1)

yjel sensitivily 1o 0.015x; 503

MIPs for calibration; ¥'s from
asvmmetric = decay; = 24 shower
leakage from pr = 10 GeV/r v's

ef from WE decay al =12

Correct 1o gve WE daughter py Lo
+1 GeV /e from Jower-E calibralions

< [0% shower leakage for 150 GeV
e minimize hadron sensilivily 1o
fit within exisling space

xg uncerlainly 5 +0.01 for W
reconstruction at pr, <30 GeVe

Keep background sublrachon from
enlargng AG{x) errors by more
than a factor of 2

Reach = 31 W signal hadronic
bkgrd. ratio for pp = 20 GeV/e,

enhanee Drell-Yan simal bkgrd.

Reconstrud xi2 values for colliding
partons iy +jet coing, = +001

Trigeer on isolated v or e v jel;
Minimize tower hadron cocupancy;
obey WLS fiber min, bend radius

Minimize: syslemalic errors in x,
[AG{x)dx (pr, hence x, threshold
al acceplable trigeer rates)

Minmize svstematic errors in
extracted x,, [ AG{x) dx
Maintain sufficent v vs, =
shower shape discrimination

Aid TPC pileup reject; no occupancy
from neighboring beam crossings
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2.3.2 Tower mechanical structure
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Figure 2.4: The left side shows half of the EEMC tower structure. The righslsows a
profile cut from the lower region [82].

The EEMC is installed 2.7 m away from the center of STAR, une@gso the front

(east) face. The EEMC is divided into two halves, and one half isrshofigure 2.4.

The segmentation of the calorimeter divides it into 720 towers, egith tower oriented

projectively back to the nominal collision vertex. The span of easfertis6?, which

meansAe=0.1 in azimuthal angle. The towers cover increasing ranges of pseudoyrapidit

going fromAn=0.057 toAn=0.099 as one moves from the outer radius nearto the
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inner radius at=2. The calorimeter is a sampling detector, and is built bas¢deoRb
(radiator) and plastic scintillator (layer) method. Every laad stainless steel radiator is
followed by a layer of 4 mm thick plastic scintillator. Focledaower, there are 23 layers
of Pb and stainless steel radiator, and 24 layers of plastidllator. The two halves of
the EEMC are mounted on the pole-tip with the dividing Ii5€ away from the
horizontal direction of STAR. The mass of the whole EEMC is abo@0R%kg. We can
also see the pre-shower 1 and 2, SMD, and post-shower layaedl@atasarious depths

in figure 2.4. These layers will be discussed later.

Figure 2.5: Megatile sample fromb6a subsector. The upper part shows the front face of
the scintillator witho-grooves; the lower part shows the back with wavelength-shifting
fibers in place.
The optical system is organized according to the tower semgfinantand plays an
essential role in energy collection for the EEMC. Based on timengyric geometry of
the EEMC, the calorimeter is divided into 12 sectorsp,jrwith 5 subsectors in each

sector, and 12 towers in each subsector. The 12 towers in a soibasectounted along

the pseudo-rapidity direction. The 5 subsectors coB#i’aegion ing and so the 12
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sectors contain a total of 720 towers. Each layer of each seciodes two12°
megatiles and on€® small megatile as shown in figure 2.5. Each megatile spansithe f
n range of the EEMC. To transfer the scintillation light fraimese megatiles,
wavelength-shifting (WLS) optical fibers are inserted imed-grooves of the tiles, and
optical connectors are used to couple the WLS fibers from the X2 ftden each
subsector megatile. So for each subsector, there are a t@4llayers of fiber bundles
from the plastic scintillator. After these fiber bundles freath sub-sector are routed to a
photo-multiplier tube (PMT) box, they are redistributed by towertoer grouping
contains 24 fibers, each from the corresponding tile in the 24 layet®aeh subsector
has 12 towers. So there are 12 photo-multiplier tubes in each PMT bokoroeach

tower in the subsector.

2.3.3 Shower Maximum Detector

The Shower Maximum Detector (SMD) is an essential detector in the E&NTs
thesis work. It is important because it provides precise positiommation for particles,
and can help discriminate between single photons vs photon pairs décayed orn°
mesons by measuring angle betweels 2and relative energy, based on the transverse
shower profile characteristics.

The SMD is located after the fifth radiator, which is abow fadiation lengths
deep in the EEMC. The fundamental application of the SMD is to pravidieme
measurement of the electro-magnetic transverse shower giuahueed by particles. For
example, in ourr® analysis, it is absolutely critical in achieving high reconsimnct
efficiencies, especially at high pT. The location of the SMer is well chosen to

maximize its discrimination power and to optimize the transvensegy profile in the
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SMD planes.
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Figure 2.6: Schematic of the SMD fron3@° sector. A layer of SMD includes two
planes, U and V, which are oriented orthogonally to each other [82].

The SMD is an orthogonal system in design with two planes, and plad a V
plane, which are overlapped at the sector edges. PhydiwallyMD layer is divided by
30 degree sections. So there are 12 sectors of SMD covering the &WEMC
azimuthally with a U and a V plane in each sector. Figure 2.%slive layout of the
SMD planes from a sector. We can see that it covers abw@érs in each sector of the
EEMC. Within each SMD plane, there are 288 scintillator sthpsvary in length from
several centimeters to a maximum of 126 cm, as we can sedidguoe 2.6. These strips
are triangular in cross section and adjacent to each otheroVéikp between strips

makes each SMD plane gapless, which means an electromadyoatier swill share its
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energy among adjacent strips. This construction improves the positiorshame
resolution of an electromagnetic shower.

The optical system of the SMD is an independent constructiontfrerEEMC.
WLS fibers are embedded along each strip in each planensfdrahe scintillation light
from the SMD to the outer optical connectors, where the ligltisferred to 16-anode
photo-multiplier tubes. Three boxes, each equipped with twelve suchanalte PMTs
(MAPMT), collects the energy from a total 12x16x3=576 strips froth ISMD planes
(288%x2=576). From these MAPMT signals, we derive the energy dieposiformation

from each strip, which is a critical part of our analysis.

X4 HIGZ 1 @ reasétn 3.rerbnl.gov e X HIGZ I @ reasbil3.rctbolgov. Toix SAHIGZ_ 01 & reas6013 e bl gov lax
Layer 1 Layer 2 Layer 3
2=278327 L 7=279542 Z=280757

View from outside of detector

Figure 2.7: Asymmetric layout of the SMD sublayers in the EEMC [83].

During its construction, the SMD layer was actually desigmedntain three sub-
layers in depth. These sublayers are sector dependent, as s@edaom figure 2.7. In
each sector, the U plane and V plane occupy two of the sub-layershifidchsub-layer is
filled with passive plastic. The order of the three sub-lagerends on the sector, as
shown in figure 2.7. In this analysis, this sector-dependent masefaayer will be

marked as ‘space’. The SMD planes are colored as red, arelispaalored as white in
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figure 2.7. This structure produces noticeable effects, as desuoribiesl later section on

data analysis. The sector dependent structure of the SMD isasradhin the following

table.

Table 2.3: Sector-dependent structure of SMD in the EEMC.
Sector | 1 2 3 4 5 6 7 8 9 10 11 12
Layerl| V U Space V U Spage V U Spdce V U Space
Layer2| Space V U Spage V U Space V U Space V U
Layer3| U Space V U Spage V U Space V U Space V

Layerl is located at z=278.327 cm, layer2 is located at z=279.542ayan8 is
located at z=280.757, where z is the longitudinal distance measaradife center of
STAR. Table 2.3 shows details of the structure distribution. We @athseasymmetric
layout has a special property: sectors 1, 4, 7 and 10 have the sach&etof V, Space
and U; sectors 2, 5, 8, and 11 have the same structure of U, V and Space; and sectors 3, 6,
9 and 12 have their same structure of Space, U, V. U planes aoatiofV planes for
2/3 of the whole EEMC. This tiny spatial difference will madar analysis a little
complicated when examining the two SMD planes because of our ggesitivity to

electromagnetic shower shape.

2.3.4 Pre-shower and post-shower detectors

On the front side of the EEMC, the first two layers of statils are pre-showerl
and pre-shower2, respectively. The Post-shower is the last(layer 24) at the far side
of the EEMC. The segmentation of the pre-shower and post showetodeis identical

to that of the towers. These three special layers of the@®@EMsystem are mainly used
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for e*/hadron discrimination because of the energy deposition differemcésese

special areas. The pre-showers also provide hely/oh discrimination, since photons
are less likely to deposit energy in pre-showers tifan(di-photons) do. But applying
any cut on the pre-showers would decrease the statistics of gigld, therefore they
were not used in this work.

The optical system for the pre-showers and post-shower is akst da the WLS
fibers, like the towers and SMD’s. Each layer of the pre-/pbstwers has two
independent WLS fibers inserted to collect the light from energpsigon. For each
layer, one of the two fibers is used to transfer the light feach tile in each sub-sector,
and the energy is added to those from the towers beneath tadigaim geometry. The
second fiber is used to transfer the light from each tile indepéigde a channel of an
MAPMT. By this design, the energy is recorded twice in daffierfibers independently.
The purpose of doing this is to improve the capability to distinguidthadrons by
comparing the energy deposition from these special layerdato ftom towers, to
differentiate based on the longitudinal shower development. To improvgutiiy of
these signals, the scintillators in the pre-shower and post-shayees are made a little
thicker and brighter than the normal tower megatiles, so thatameachieve more

photostatistics here.

2.3.5 EEMC readout and trigger system
The EEMC readout system contains two different subsystems on¢heo
calorimeter towers, and one for the SMD and three layers ofhpreesl, pre-shower2

and post-shower detectors. All these detectors are based @arttee technology of
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plastic scintillator coupled to optical fibers, but there aredifgrences in the front-end
electronics (FEE) signal analysis and generation of triggesmuse of the different
requirements on detector response and signal processing time.

The EEMC tower readout system uses the technology similaattaughd in the
Barrel EMC [84], with small modifications based on the differencegeometries and
material choices. As discussed above, the light collected ¢brteaver is combined from
24 layers of scintillating tiles in the EEMC in a single anode @hatltiplier tube. The
collected energy information from each tower is then sentawveartdigitizer card and is
digitized in a 12-bit linear flash ADC for each input channel dgery RHIC beam
crossing, which occurs about every 110 ns. The ADC outputs arel stoie digital
pipeline for readout on a valid trigger, and sent to digital datagt and manipulation
(DSM) boards for use in the trigger specifically the ADC frtbma highest tower in a
patch of 8, 10 or 12 towers as well as the sum is transfesrélietDSMs for use in
triggering. For example, upon the request of a valid trigger, the ald@ut is read out
by a crate controller and passed over optical fibers, then to DAQ or to thigdert

As a trigger detector, it is important for the EEMC towéa da be integrated into
the STAR Level-0 (LO) trigger. These data, collected as disclsbove briefly, are
propagated through 3 layers of DSM boards to form the level O trifjpe purpose of
LO triggering is to quickly identify events in which individual tess (high towers) and
adjacent clusters of towers (trigger-patch) contain high gndegosition as determined
by passing various preset thresholds. For the EEMC, if laeyesverse energyEf)
above the trigger threshold is recorded from a single tower,ghdentified as a high

tower (HT) trigger event. These triggers are most effidentdetecting direct photons
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and high p n°s in the EEMC. Once an event is identified, all of the ADC infdiom
from individual towers of this event will be sent to DAQ (see below). It & @bssible to
transfer this information to the next stage for further pracgsa Level 2 (L2) or Level
3 (L3) trigger schemes.

The readout systems for the SMD, two layers of pre-showeratstaad one layer
of post-shower detector use the same technology. The SMD stegsh@wver and post-
shower layers use plastic scintillators coupled by opticalrdide transfer energy
information, although shapes and sizes are different betweenMbBea®d pre-/post-
shower detectors. A front-end electronics (FEE) system wadrgotesl at IUCF for
readout of the SMD, pre-shower and post-shower detectors, indepemdenhé towers
readout system.

The SMD and pre-/post-shower information is not used in the genedtiLO
triggering. The energy information is sent to multi-anode photorniphal tubes
(MAPMT) in boxes, and each MAPMT anode has an independent preampdiéted
integrator, and linear 12-bit ADC digitizer card to digitize #mergy signal. Twelve of
the 16-anode PMT'’s are located in the same box, which gives atdt@P channels per
box. As with the tower signals the ADC convert on every bunchiog$s110 ns) and
are stored in a digital pipeline. On a valid trigger the dateansmitted via optical fiber
to a data collector and from there to DAQ.

The philosophies for the SMD and pre/post-showers are similar stiotiilator to
fiber to PMT, and MAPMT due to large number of signals. AlthoughSMD, pre-
shower and post-shower information is not used in the LO trigger systgmnciple, it

can be used in L2 or higher triggering decisions to provide hadron supetression
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during the pp collisions. This capability is not currently being used at STAR.

2.4 STAR Data Acquisition (DAQ) System

STAR has been constructed to collect large amounts of infornfiiorcollisions
that occur frequently in time. It is therefore very importemthave an efficient data
acquisition (DAQ) system [85, 86] for STAR. The fundamental fomcof the DAQ
system is to read the data collected from all the deteattnish produces an event size
of 80 MB with an input rate of up to 100 Hz, then to reduce the datéor8®MB/s and
to store the data into the HPSS facility [87].

To understand the process of data acquisition at STAR, it is anptotexamine
the trigger system more closely. The STAR trigger designéour-level system with
Level O (LO), Level 1 (L1), Level 2 (L2) and Level 3 (L3) capdie$ [88]. LO and L1
are hardware triggers based on the fast information from pipeéindsare used to make
quick decisions during each beam crossing. L1 is there but pdis$&sia software used
in the experiment. L3 is a software trigger based on the trackiagrmation from slow
detectors such as the TPC and SVT. L3 has mainly been usedomlitteereconstruction
of TPC tracks at STAR and not for triggering. The differeigger levels have different
processing times. For LO, the processing time iqu4;3or L1, it is 10Qus; for L2, it is 5
ms; and for L3, it is about 200 ms.

The first two levels of triggering are fully pipelined, wilstf access to the STAR
raw data. We discussed the LO trigger for the EEMC in the previous sectioris$igma
a detector are shaped, digitized, and stored in the DSM boards i thgder, which is
also called the raw trigger data. In the DSM boards, signalscanbined and analyzed
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with other signals in a multi-layer pipeline to form a DSMetrdhe output from the
DSM tree is transferred to the Trigger Control Unit (TCW) a decision about this kind
of event from each STAR detector will be identified with a 1Zdken [89]. Meanwhile,
all of the trigger and fast detector data are sent to theidger processor, a linux box
running C++ code. In the L2 processor, the dataset will be aabyzeriteria subject to
different detectors or detector subsystems, and selectionsdhevithade for different
trigger types of data. If the dataset pass the critenaillibe transported to the STAR
DAQ system. The DAQ system receives data from the toaditiVME-bus boxes with a
receiver board in each of them. These parallel structureoarected by a Myrinet [90,
91] network.

Datasets are stored in the HPSS system for future an&gsesrchers can retrieve

data from HPSS selectively and analyze the data then.
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Chapter 3

Softwar e Development

3.1 ° decay in the endcap

The purpose of developing this software is to reconstruaf tmesons during p+p
collisions in the STAR experiment. A neutral pion meson will gdlyedcay into two
photons with a branching ratio of 98.8% [92].

™ —yy
The lifetime of ther® is 1=8.4x10""s corresponding to a decay length 0;0R5Since the
decay is not from a long life procedure, we assume the decagnpbait originates from

the primary vertex. For eaefithe invariant mass is calculated then:

mass = E X \/1—2z2, sin% (3.1)

We denoteE; andE; as the energies of the two decayed photBrasE; + E; is the total
energy of the photon pair and, is the opening angle between them, i& the energy

sharing defined as:

E1—E;
E1+E,

(3.2)

Zyy =

The two photons head into the endcap and deposit energies, which provides us
shower profiles in the endcap. Different neutral pions with diffelamgrgies and
transverse momentum will result in different shower profildee €nergy of the photon
pair will be mainly deposited in the EEMC towers. The openingeapglbetween the

photon pair is determined from collected SMD information. Most defrays neutral
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pions are not symmetric. It is also important to know the enggying £, between the
photon pair. The SMD provides information for not only the opening angle|dmuthee
relative energy of two showers. So the idea is to collectnrdton from SMD first, then
reconstruct points and pion candidates. Once we get the energtee bko SMD
showers and tower showers, we calculate each point candidate’y basegl on tower
energies after sharing with the SMD showers in a 3x3 toweh.pélen we decide the
energy sharing £ by equation (3.2) and invariant mass of the neutral pion by equation
(3.2).

Our software has been developed accordingly upon the above kinematss, pl

refer to the following sections for details.

3.2 ? finder softwareintroduction

We have made much effort in developing the analysis softwgueee to do the
inclusive 7° measurement in the EEMC since 2005. Our software package was
developed upon the framework of Jason Webb, whose codes were stored into STAR CVS
[95]. The importance of measuring the double spin asymmetry fromphionclusiven®
production in longitudinal pp collisions has been explained in chapter dcHieve that
goal, the reconstruction, efficient detection, and analysisthef high transverse
momentum neutral pions in the EEMC is critical. This softwactudes four generic
parts: the A2E-Maker, the Cluster-Maker, the Point-Maker andPibe-Maker (PiO-
Mixer). In this chapter, we will discuss important routines of oewly developead®

finder software. You can also read appendix C for details of our code.
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The A2E-Maker is basically a connector between the digitized stiated in the
RCF system and the last three makers. This maker trangiatesDC values from the
MuDst data files into energies with the units of GeV. Peopteatso rescale the energy
into MeV if necessary. During this translation, pedestal suiraend gain corrections
for each channel are applied to make the data more useful. Imalkesr, most of the
fundamental energy information in the EEMC are defined and sawdifferent types of
classes and vectors to be utilized in the later analysis.

Based on the specific EEMC structure of towers, pre-shower,lfmsgéisand SMD
detectors, a special Cluster-Maker has been developed. hedbestruction of neutral
pions in the EEMC, the nature of the EM shower of the EEMC dgtttat we can
obtain transverse shower information in almost all layers of th&®E& It is not
necessary to use all the deposition information all the timeh&ahalysis. Most of the
showers of interest are distributed in small regions within edjatowers, pre-shower
layers, post-shower layers and SMD strips. So the Cluster-Masesbeen developed to
produce clusters of EEMC towers, pre-shower and post-shower laper§SMD strips.
This is especially important for the SMD clusters, becausaiseethe SMD position

information to locate photon pairs provided in neutral pion decay.

cluster U cluster V

Figure 3.1: A flow chart from® to SMD clusters. A® particle generally decays into

two photon points, and each point deposits a pair of SMD clusters in the EEMC. In the

above chart, we only show one pair of SMD clusters from point 1.
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We reconstruct photon point candidates from the SMD clusters found in the
preceding. 98.8% of the neutral pions will decay into two photons [92ledanstruct a
%, we have to find all possible photon points from the EEMC first. A mzintlidate is
defined as the overlap of two SMD clusters, one from the U plane and anothdndrdim
plane, with the intersection occurring underneath an “active” tomigch is defined as a
tower with positive energy deposition. We use the SMD clusterachieve position
information for the photons. The energy of the photon is obtained by sunovenca
3x3 tower patch centered on the active tower, as long as the #miver is not at the
edge of the EEMC. A set of criteria is used to qualify point ickaes, and we will
discuss details later.

All qualified points are used in the Pion-Maker to reconstriciandidates. To
reconstruct a®, we need to know the total energy, the energy sharing ratio aévthe
photons, and the opening angle between the two photons. In this class, sitne ba
information about the reconstructes such as pT, energy, invariant mass, spin
dependent yields, and so on, are saved into histograms and tréeghier analyses,

such as for efficiency studies and double spin asymmetry calculations.

3.3 The Cluster-M aker

If ar® meson produced in a pp collision heads toward the EEMC, it will datay
two photons about 98.8% of the time. Ideally, the two photons will peotiuc showers
in the EEMC, and this means we can measure two tower clusteesdrgy collection,
and typically four SMD clusters (two from each plane) to findpihgitions of the photon

pair.
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Figure 3.2: A typical SMD cluster scheme. The red line represents the spetisee
strips on both sides are added to form a SMD cluster.

| Floor distribution around a seed | Floor | Floor distribution around a seed | Floor
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Figure 3.3: The floor settings of SMD to find seed strips. The left plot isresbigr the
front SMD plane and the right plot is designed for the back SMD plane from thenincide
point of view for real data analyses to suppress fluctuations.

We reconstruct SMD clusters sector by sector, plane by glargalify as a seed,
a SMD strip has to pass the following requirements: Fhiststrip index must be within
the range [3,283]. We do not allow a strip at the very edge of the SMD plane tedz a s
Second, this strip has to be a good strip. Dead strips, as idemyfisthtus bits, are

disqualified. Third, the energy of the strip should be larger thathtbshold value of 1.5

MeV. This threshold cut is at about the MIP value (1.4 MeV, alegrto simulation
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study). But this value can be changed to 2 or 3 MeV easily ifetedrourth, the energy
of the strip from every seed, except the first one, is also ssjtorpass a special “floor”
setting designed from the SMD structure. The floor settirggido O for the first seed.
The special floor setting is shown below in figure 3.3.

The floor setting basically suppresses the appearance of a seedndround an
existing seed. For simulation studies, we used the distribution ojieseshown in the
left plot on figure 3.3 as the general floor shape for aticse®f the EEMC. For analysis
of real data, we used the left plot for the first (front) SPIBne and the right plot for the
second (behind) SMD plane in all sectors. The reason we chosemliféettings in the
real data analysis will be explained in more detail in Chapter 5. Fgrwewvill describe
the general “floor” algorithm. In figure 3.3, channel 0 meansweahave found a seed
there; and the floor value within two strips from this seed isostite energy of the seed.
For strips that are three or four strips away from this sbed|oor value is set to 20% or
40% (simulation of data) of the seed energy. Strips that are &ift® away from this
seed have a floor value set to 10% or 20% (simulation of datag cfetdd energy. And
for strips 11-20 strips away from this seed, the floor value istesed% or 10%
(simulation of data) of the seed energy. Summarizing the tholdi@urth requirements,
we can get the energy requirement for a strip to qualify as a seed:

Energy of seed < (mSeedFloor*floor[ index ] + mSeedEnergy[plane])  (3.3)

where mSeedFloor is a parameter defaulted at 1, and floor[insléke floor value,
initially set at 0, but set up according to figure 3.3 aftedihg the first seed.
mSeedEnergy is the 1.5 MeV threshold cut above. After the strgepadl the above

four requirements, it will be pushed into the SMD seed pool.
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Now we iterate all seeds from the pool, and start from the enesgetic one to
reconstruct our SMD clusters. Starting from a seed, this stlippevadded into a SMD
cluster at first. Then the adjacent three strips, if not deawh froth sides from the same
plane in the same sector will be also added to the same clitirese seven strips are
then marked, and if other seeds are found among these markedstypsannot be used
as seeds to reconstruct SMD clusters anymore. But thegtdhbe used as part of a
cluster for another nearby seed. This creates a problem of ovengpsiip energies
during the reconstruction of SMD clusters. We will fix this peobllater. If strips from
the adjacent six are dead or failed, their energies wikdieto be zero. A minimum
requirement of three active (with positive energy depositiorgssisi required to save the
SMD cluster. Before we fix the above overcounting-strip problera (sdow), these

SMD clusters are stored in a temporary SMD cluster type of vector.

Strip Energy Strip Energy | Cluster Energy | Gluster Energy
Entries 16 - - - - Entries 14
0_045__ ................ ................... _ ............ , ....... 0_045 : : H :
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0.03] 0.03 |
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Figure 3.4: Double-counted strip example from simulation sample with flatyefie6g]
GeV and flat EEMC distribution.
Figure 3.4 shows an example of the double-counted strip problem. Thioten

figure 3.4 shows the raw SMD strip energy deposition informatimm fin event from a
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simulation sample with a flat energy of [5,60] GeV and flat EEMSstribution. The x-

axis denotes the strip index, and the y-axis denotes the engrgsitdmn in GeV. Two

SMD clusters are found based on the left plot. We then recongteuehergy deposition

information from these two SMD clusters, as shown in the rigittqul figure 3.4. As we

can see, strip channel 58 is counted twice, so that it produces a thenpme consider

the two clusters. To fix this problem, we divide the SMD in thatrgot on figure 3.4

into three regions: I, Il and Ill, based on the two seed stripssie over strips in

regions |, Il, Il and get the total energy El, Ell and Eiflleach region. We re-assign

energy values to those overlapped strips in region Il according to these frmula

E1=EIl x -2
EI+EIII

E2 = EIl x 21
EI+EIII

(3.4)

(3.5)

Note thatEll is flexible here; it means the energy of the double counted stripgion Il.
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Figure 3.5: the invariant mass spectrum comparison (1:1 legend) imgntfie double-counted
strip problem from a MC sample with flat energy [5,60] Gev and flat EEMtGiwltion.
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The result of this improvement in cluster definition is shown indi@us. Based on
the Monte-Carlo sample with flat energy and flat EEMC dstitons mentioned
previously, we show the invariant mass spectrum comparison irefi@g®. The blue
curve shows the invariant mass without fixing the over-counting probidne the red
curve represents the spectrum after fixing the problem. Wesea from figure 3.5 that
the peak width is sharper after this improvement, changeingdigmma=0.035 to 0.031.
The peak position is closer to the theoretical value of 0.135 GeV, altlweglse a
sampling correction factor of 1.3 (more details later) here. Fhicific sampling
correction factor is applied to tune the energy values when we tohaD€r values to
energies. We point out these two benefits here, because we haazlaksved smaller
peak widths and more stable peak positions as a function of transvarstam in the
real data analysis.

After the overlapped strips are divided into two new stripg@sreach new strip
will be added into its original cluster. We now assign a uniquet&elge SMD cluster,
and go to the final step to store them in the storage SMD chusttor for later maker

usage.

3.4 The Point-M aker

The EEMC Point-Maker produces photon point candidates from SMD clastkrs
related tower clusters. SMD clusters are used to deterrhmepasition and energy
sharing of points, and related tower clusters are used to detdimiadsolute energy of
points. The SMD clusters are inherited from the EEMC Clugtsker described
previously. Because the SMD U plane and V plane are orthogawadhted, an incident
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photon is typically going to give an intersection between the tapegl In the Point-
Maker, a point is defined as the coincidence of two SMD clustens U and V planes
individually, underneath an active tower.

We reconstruct points sector by sector. Starting from theséicsor, we loop over
all SMD cluster for the two planes, from inner to outer radiuyuitd all U-V SMD
cluster combinations associated with an active tower. If antésbld-V pair with an
active tower is found, this pair will be identified as a point. Alaied U-V pair means
both clusters have only one intersection with the other plane. Walsedmbination
pairs by the relative energy ratio between the U and V pléngs.find that two or more
clusters from one plane are sharing a single cluster fronotther plane, we use a
splitting algorithm to split the single cluster energy, andidgoenergy matching with the
two or more clusters. In this case we will eventually chobsepbints with the best
energy matching to the point pool. In a third case, if no isolatedpaplitting pair are
found, we form multiple combination pairs with the same clusteesth®n sort them by
the relative energy ratio, and choose the points with the beglyematching between
the U and V clusters. No matter which case is considerest, \aét push an identified
point into our point pool, we remove the SMD clusters related to that from the
cluster pool, and loop over all remaining SMD clusters again tali@chext point. After
all points in the sector are identified, we go to next seatat,continue, until we find all
points in the EEMC.

Figure 3.6 illustrates most of the energy deposition situath@tsatise from the
decay photon pairs in the SMD. Each line in both the vertical and haiatirgctions

represents a SMD U or V cluster separately. The red poinhereft represents an
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isolated point; the central two points represent the unique points waebéelsabove; and
the right four points correspond to the two decayed photons in SMD, whlah meormal
case. The isolated point will be pushed into the point pool. The ceattabf two unique
points will be treated by the splitting algorithm. As for thennalr case indicated on the

right, we will discuss this later.

Figure 3.6: SMD-only points distributed in the SMD U and V cluster network above.

The splitting algorithm was developed to treat unique points stotled iamporary
vector. The basic feature for these points is that they shasaiie U or V cluster with
each other. But when we save a point into the pool, we need to saveotlsetsyof
cluster information for this point. In this case, it would be inconesave the common
U or V cluster to two unique points. The splitting algorithm is glesil to split the
common cluster into two new clusters, with new cluster Id keys aed)g information.
So in practice, if the size of the temporary storage vectwtitess than two, we start our
splitting procedure; otherwise, the element in the storage vector is an isolatedupaiint
will eventually be pushed into the final point pool. Before we enterthe splitting, we
sort these unique points by relative energy sharing from the $Msters. We then

loop over all unique points to the mean value of strips for two clusstdysth U and V
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planes. If two points are found to be sharing the same U or V iluk&e energies
between the common shared cluster and other two clusters fromvah@oints will be
tested to see if they qualify to be split, using the following equation:

Eshare—Ec1—Ec2
EsharetEc1tEc2

zratio =

(3.6)

whereE;, .. IS the energy of the shared cluster, &pdandE,, are the cluster energies
from the other plane of the two points. If the zratio is not fatigan 0.2, we split the
shared cluster to create two new clusters; otherwise, we damnsider the two points
sharing a cluster as likely to be two separate showerszrietie cut of 0.2 was chosen

based on the simulation study shown in figure 3.7.
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Figure 3.7: Zratio distribution between the shared cluster and two clustershie other
plane with the flat energy [5,60] GeV MC sample.

By applying the 0.2 zratio cut, roughly 80% of the unique points qualifyhé
splitting algorithm. The key part of the splitting code is piitsa single cluster in one

SMD plane shared by two clusters in the other plane into two new clusters.
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Figure 3.8: The left plot shows two U clusters, which share the same W\ dlsten in
the right plot. V1’ and V2’ will be the two generated new clusters.

The two new generated clusters will have the same centroitfignddex numbers
as the old one. But they will have new cluster Id keys and eseijie energies will be

calculated by the following formulae:

Ecq

E{ = Esnare X m (3.7)
/ E¢p
E2 = Eshare X Ec1+Ecs (3.8)

whereE; andE; are the energies of the two new clustétg,,. is the energy of the
shared cluster; anl.; andE,, are the cluster energies from the other plane for the two
points. After the splitting, a new point 1 with ene#fy-E.; and a second new point 2
with energy E; + E., will be pushed into the final point pool. Meanwhile, the
corresponding clusters will also be saved for related points with new key number.

After analyzing these isolated and unique points, we treat the dhoase” in
figure 3.6. The routine is that we loop over the clusters remainomy the previous
stages, and see if we can find clusters matching two or mantspdhese points will be

temporarily saved in another vector. We loop over these points tchiengoint with the
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best energy matching between its U and V cluster. We push thisipia the final pool
and remove the two clusters forming the point from the cluster fh@wi,search for more
points recursively.

We loop over all points from the pool, and apply weights to tower @ofthez right
above the SMD point) and the neighboring towers of each point. We uS&libhenergy
of each point as the weight. By doing this, if a tower contribtdesnly one point’s
energy, it will be only weighted once; but if a tower contributesmultiple points’
energies, it will be weighted multiple times. We then go tosteond step, to decide the
energy of every point. We loop over all points again, and in the chaiacbhfpoint, we
loop over the neighboring towers around tower 0. The energy of this pdinbewi

decided by:

E, = X1, Ep; X 234D (3.9)

Wi
whereE, is the final energy of the point;sums over tower 0 and all neighbafs;
represents th&h tower energyEsyp represents the point SMD energy; a#idis the
total weight for thdath tower. After the calculation, we replace the energy of eaaft poi
with the newk,, and save it in the same point pool to reconstrdcEnergies in the pre-
shower and post-shower layers are also decided by this method, theygiteémot used

in this analysis.

3.5 The Pion-M aker

The Pion-Maker is a complicated object containing several slagte different

functionalities. The Pion-Maker has been developed with threesstaeconstruct all
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possibler® candidates; filter these candidates by specific cuts andgsetth store them
into r° trees; and build a framework so that we can read the trees for furthersanalysi

We use the points made in the Point-Maker as the input to recormiruct
candidates. The points are stored in the final point pool vectaredkiin the Point class.
We call these points, and form “gamma-gamma” pairs on a sector by sesitoiob&ach
event. For real data, we use the primary vertex positiomeagetrtex information for both
points from the same event; for Monte-Carlo studies, the vertertiso zero for all
events by default, but users can change these settings. Rguaat; we use the energy
and position information to calculate the 4-momentum of each point. When wderoasi
pair of points, we can then calculate the invariant mass, momentumothed
information for ther® candidate based on each point’s basic information and the primary
vertex. At this stage, all of these matched gamma-gamma fpainsthe same sector
provide us with the raw® candidates by a mix-maker class.

Then these® candidates go into the analysis class at the second stage.tave fil
these candidates by various cuts and settings, sort the survivdifelbgnt spin states,
and store them in the® tree for further analyses. To save these trees, another class
named Mix-Event is used in this class. The Mix-Event classcélasisets up all
necessary information for thes before they can be stored to trees and chained, so this
Mix-Event class is also used in the third stage.

In our double-spin asymmetry analysis, tiffefinder program does not do
everything for us, but it is very general and prepares thdtsefor future analyses. A
Pi0-Reader class was developed to chain overtheee files, to be very flexible, and

accommodate a variety of users. The PiO-Reader class meemsstructed pions and
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returns events in the type of the Mix-Event class, where wetBavieformation such as
invariant mass, pT, eta, phi,,Zopening anglep,,, energy, spin-four states, and others.
Based on this framework, we can normalize the spin-depenflgitlds according to
relative luminosities in the asymmetry study, for example.

In the kinematics, the energy E af%is the summed enerdy + E, of the two
points.z,, denotes the energy sharing of the two gamma pointsmih & shown in
equation (3.2). And, the invariant mass of neutral pion is calculatestjigtion (3.1).
The transverse and longitudinal momenta, pT and pz, are derived frenotal
momentum, and we can directly call them for further analyses.

At the second stage of the Pion-Maker, we filter the raw @indidates and store
them intorr® trees by the Pi0-Analysis class. A number of histogramsakso stored in
root files instead of trees. The basic classes Spin-Cuts;Higtios, and Mix-Event are
designed to help the analysis. The Spin-Cuts class provides sndafental thresholds
for therr® analysis. The z-component of the vertex for reconstructdd constrained
from -150 cm to 150 cm. The default cut for the energy sharingblar,, is from 0 to
1, which includes all possibilities. The pseudo-rapidity detegtut is set based on the
EEMC geometry from 1.086 to 2.0. And to satisfy the filter, the tovéransverse
energy of at least one of the two points which are used to recdrestraew neutral pion
has to exceed a cut at peaked at 3.0 GeV with a bivariate Gadssrébution along the
pseudo-rapidity and azimuthal directions, chosen to be less semsitower boundary
effects found later in real data analysis. The bivariate Gaussstribution is set by the

following formula:

peta—meta

2 I
Cut = 3.0 x e~ Tamm ) +GH (3.10)
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wherepeta is the detector eta for each point in the EEMC, &t is the central value
of detector eta for each etabipi. is the modified azimuthal angle for each point. The
azimuthal angle for each point in formula (3.10) is recalculatechodulo (6 degrees),
because zero degrees are exactly located at the centerafbmeetor. The widths along
the two dimensions were set to 0.035 radian and 2.3 degree based onainsilgty
(see following Chapter). The current setting requires that ne than four points can be
found in the tower clusters region from a reconstrugfedThe next cut requires that
both points have to exceed 1.5 GeV of transverse energy.

In the neutral pion analysis, there are basically four spiessbf interest, depending
on the RHIC beam polarizations: PP, PN, NP, and NN. Each spnisiatlicated by the
order of blue and yellow beams with positive or negative polarizatigitaDnumbers
are applied to the four spin states, with 5 to PP, 6 to PN, 9 to NB,NN by STAR’s
definition [93]. Ther? information stored in trees can be recalled by the type of Mix-

Event of classes or objects for further analyses.
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Chapter 4

Simulation Studies

4.1 Introduction

During the software development, many simulation studies have béampeerto
simulate the response ofs and photons in the EEMC and improve the efficiency of the
code. Our simulation studies focused on the energy response fraowd#treand SMD
layers because these two kinds of detectors are critical iretmastruction of neutral
pions in the EEMC. In this chapter, we will show studies of theggngharing of an
electromagnetic shower among EEMC towers, the photon and neutratmeogy study
in the EEMC, and the neutral pion reconstruction efficiency leyrfhfinder program
with simulation data samples.

These simulation studies give us confidence inrddinder software package. The
original motivation for the energy sharing study among nearby sowas to understand
guantitatively how the energy of photons will be distributed amondopdawers. The
energy deposition information collected from detectors is imporanthe STAR
experiment, because it helps us understand details of the detespmnge to
electromagnetic interactions, and is vital in #feinvariant mass reconstruction. The
pion reconstruction efficiency study will be the most important péarthis chapter,

because high reconstruction efficiency is essential for higtistéts in the inclusive
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neutral pion asymmetry measurement. Significant improvementfiagrerecy have been

made for this software for our analysis of the 2006 data.

4.2 Energy sharingamong EEMC towers

During the early period of developing ttfeanalysis software, there was concern
about how to set up the framework for th finder program. It is important to
understand how the energy of an e.m shower is distributed among neadsg in the
EEMC, because using the tower energy distribution information helgdeaide how to
develop thet® finder algorithm.

The Monte-Carlo samples were produced by the GEANT [94] genataRCF.
There are two kinds of data used in this simulation. One throws phalomg then
direction with¢ fixed at the center of a tower; the other throws photons along the
direction withn fixed at the center of a tower, for examptel.541 or 1.854. For each
type of data, ten hit points were chosen by evenly dividing thendestaom the center of
a tower to the center of an adjacent tower across the boundaryhe®owe throw 25
photons to each hit point alormgwith fixed n=1.541, the separation between two points
is /300 radian. When we throw 25 photons to each hit point ajomigh fixed ¢=0, the
separation is about 0.0097 radian. All photons thrown into towers have agy eie
E=9.5 GeV. For each kind of data, we have ten sets of datasdtspneithit point per
dataset. We then calculate the fraction of all detected emergyne side of the tower
boundary for each dataset from the two kinds of data. When we show the energy fractions
on plots, we then are able to generate ten points along direction and another ten
points along the direction.
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We were hoping that a single simple Gaussian function would beoatkscribe
the energy sharing between two adjacent towers along bothahde directions, once
geometric effects had been accounted for. But the shower profilarappebe different
between the) and¢ directions according to this simulation, and an asymmetric hieari
Gaussian function worked better to describe the energy distributionganeighboring

towers. We show the energy fraction plots from both data types below.
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Flgure 4.1: The energy fraction within tvgmdmﬁé_i-ghboring towers with fietl 541 and
alongo direction with even separation @300 radian.
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7Fi§u}’ér 4.2: The energy fraction within twcf)ﬂﬁfeiféﬁboring towers with fixe@ and along
n direction with even separation of 0.0097 radian.
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Figure 4.1 shows the energy fraction within two adjacent towtrdixed pseudo-
rapidity at 1.541 along the direction from O to 9%/300 evenly, which basically crosses
two neighboring towers with etabin=5. Figure 4.2 shows the eneagtidn within two
adjacent towers with fixed azimuthal angle at 0 alongrthdirection from 1.854 to
1.9413 in evenly spaced steps. The left and right plots in both figurespond to two
adjacent towers in the analysis. X-axes correspond to tldatasets of the ten hit points
within towers, and Y-axes are the relative energy fractionsexjp®cted, we can see
roughly complementary fractions of energy distributed in the twghbeiring towers for
each hit points in these plots, based on these center-hit datasefs.thdse datasets
shown in the above figures and find that the distributions can be sagras the integral
over a Gaussian function along each direction, but they do not agreeagh other in
the width. The shower profile seems to have a larger width along theection about
0.040 radian (2.3 degree) while the width alongitlarection is about 0.035 radian. This
difference can be used in setting the tower ET cut in the aadtduring our neutral pion
reconstruction, as we described in chapter 3 when we set a bivaaassian threshold
function around a tower. A more intuitive plot is drawn below to shofigure 4.3 the

difference in shower widths along the two directions.
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Energy sharing along eta at phi=0
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Figure 4.3: Energy sharing among nearby towers alqiiue curve) ang (red curve).
Figure 4.3 shows the shower profile from the boundary point of vieveoamolares
the two kinds of datasets in the same plot. The blue curve rafgdbe fit to datasets
along then direction and the red curve represents the fit to datasetg Hiep direction.
This presents us with a problem: the energy sharing fractios@edd in energy (width)
are a little wider in thep-scan than in th@-scan. To track this problem, we generated
two new Monte-Carlo samples: we threw 250 photons with energy E=¥.3Geach of
two fixed points, atr{, ¢)=(1.854, 0.04124) anady(9)=(1.8894, 0) in the EEMC. The two
points are located exactly along the center lineg and o, respectively, but are 1 cm
inside the tower boundaries in the other direction. We sum over a temergies on
each side of the corresponding boundary separately, and compare tyedesteébutions
on the “far side” of the boundary event by event. The energyhldifttns on the far side

from the two samples are shown below.
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Figure 4.4: Energy distributions from far sides of tower boundaries.

The left plot of figure 4.4 shows the energy distribution from the 250mhof the
dataset at pointn( ¢)=(1.8894, 0) on the far side of an eta boundary. The energy
collected across this boundary shows an approximate Gaussiabudan. The right
plot of figure 4.4 shows the energy distribution from the 250 photons of theetlatt
point (), ¢)=(1.854, 0.04124) on the far side of a phi boundary. In this case, only 80% of
the photon events have the same Gaussian distribution as shown on plee fedim the
eta scan. From figure 4.4 we can see that there are two kinds ohphants in this
simulation study: one has the same symmetrical appearance ishépth n and ¢
directions, and the other kind spreads out alongptdéection. The ratio for these two
kinds of events in the-scan is about 4:1. The second kind of event gives us a wider
distribution in energy sharing and width along ghdirection than the direction. But it
was curious that the second kind of event occurs only ip thieection, and never in the

n direction.
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To investigate this difference, we re-ran the same simulabprihrowing 250
photons at fixed points, but with different generation conditions. Whayewerated new
MC samples, we first deleted all the materials upstream the EEMC in the STAR
geometry; for the second sample, we turned off the the 0.5 T magnetifofigthe STAR
detector. Four new MC sampleggcan without materialg-scan without magnetic field,
@-scan without materials, ang-scan without magnetic field) were generated and
analyzed. These showed that about 20% of the photons were convertiatennls far
upstream of the EEMC. The electron/positron pairs produced are ceraltiag the
original photon momentum, and result in large opening angles along thesction
because of the bending effects of the STAR longitudinal magieltls. This explains
essentially all the features seen from this simulation stheéytarge energies observed on
the far side of the phi boundaries go away when either the upstnegmal is removed
(so no photons convert) or if the magnetic field is turned off (se@dheersion pair do

not separate in phi).

4.3 r° energy deposition study in theEEMC

When we convert the ADC values to electromagnetic energy iiormin the
A2E-Maker, we must apply a sampling correction factor to our measant of the
energy deposited in all layers of the EEMC. It is also vergontant to check the
linearity of the energy response from s interaction in the EEMC, so that we are
confident we are using the correct sampling correction factorstate this study by

probing the energy response of the EEMC durifgeconstruction.

65



Four Monte-Carlo data samples were generated in this simukttidy. Ten
thousandz® events were thrown in each sample with a flat EEMC distribLitiop
(range [0, Z]) andn (range [1.1, 1.9]). Based on the GEANT record, the distribution

looks as shown in figure 4.5 below.
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Figure 4.5: The uniform distribution in the EEMC for the four MC samples in the energy
response study.

The four MC samples differed from each other due to other featurdse
generation. We made sampler®) with a flat energy generation of [5, 60] GeV, sample
2 (%) with a flat transverse momentum distribution of [5, 30] GeVdasle 3 1) with
the same flat energy distribution as sample 1 and all @pstreaterials included in
STAR, and sample 4 like sample 3 but without materials. To test the energyorese

in the EEMC, we plot the ratio between the reconstructed amerafed energies of the
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events below. To reconstruct the energy of an event, we basscalyover all tower

energies to get the value.
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Flgure47 Two dimensional plots of Ilnearlty between reconstructed and g@eherat
energies. The four plots in the order of upper-left, upper-right, lower-lefioavet-right
correspond to MC samples 1, 2, 3 and 4, respectively.

The energy response information is illustrated in figures 4.6 and le7eniergy
ratios between reconstructed and generated events are sigaliyedistributed as seen
in figure 4.6. The linearity of the response from the EEMC tovgestown in figure 4.7.
For this specific simulation study, the energy ratio cut [0.5, 1.5] is apgesdfigure 4.6).

It is necessary to check the linearity in detail before agd# on the sampling correction
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factor to use in the A2E-Maker, although we can roughly calcthatealue from figure
4.6. The first two MC samples in this study give us the most genendition in the
STAR experiment, because they have flat energy and pT distributaath all materials
in front of the EEMC. The two plots from these two samples showrib&n ratio at
about 0.915. When we generated these samples, a sampling corred¢tomffdc2 had
already been applied to the reconstructed energy when we tohD€ values to
energies. So these simulation studies suggest that the tnpdirgp correction factor
should be roughly 1.2/0.915=1.3 if the linearity of the energy response isegoodh

for ourn® analyses.
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Figure 4.8: The ratio of reconstructed energy/generated energy asiafuigenerated
n. The four plots in the order of upper-left, upper-right, lower-left and lower-right
correspond to MC samples 1, 2, 3 and 4, respectively.
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Figure 4.9: The ratio of reconstructed energy/generated energy as arfuidenerated

energy. The four plots in the order of upper-left, upper-right, lower-left and-loge
correspond to MC samples 1, 2, 3 and 4, respectively.

We check the linearity of th€ energy response in the EEMC vs. the generated
pseudo-rapidity and event energy, as shown in figures 4.8 and 4.9. Whérowéehe

generated energy in this chapter, the unit is always Ge\édBas figure 4.8 and 4.9, we
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can scan the profile for each bin of generatexhd energy, and then fit these by various
functions. We performed fits using constant, linear, and quadratic duscfor the
profiles from figures 4.8 and 4.9, and results show that the linsaxdre reasonable in
most cases. We only show the fits from linear functions for the M@irsamples. The

simple linear function pO+plxx was fit and the results are shown below.
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Figure 4.107° eta dependence of sampling fraction in the EEMC based on figure 4.8.
The four plots in the order of upper-left, upper-right, lower-left and lower-right
correspond to MC samples 1, 2, 3 and 4, respectively.
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Figure 4.117° energy dependence of sampling fraction in the EEMC based on figure 4.9.

The four plots in the order of upper-left, upper-right, lower-left and lower-right

correspond to MC samples 1, 2, 3 and 4, respectively.

The fitting results in figure 4.10 suggest a small (2-3%dep@ndence in the
sampling correction factor. The fitting results in figure 4.11 showse complicated
behavior in the energy response as a function of generated enditgesion-linear
effect is most pronounced in the low energy region, so it won’t haxa nmfluence on

our inclusive neutral pion study. Based on these studies, we therefdiee ssampling

correction factor to a constant 1.3 in the A2E-Maker during tlee hegutral pion analysis.
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Nevertheless, it is disturbing that the sampling fraction foundnulaion differs
from our expectations by close to 30%. The solution to this problem &dictct part of
then® reconstruction work, so we have not done much work to solve it soeffareBre
use the A2E-Maker in the® finder program, the slow simulator, which is used to
simulate the digital response of the EEMC, is called to modify the ADfEnation from
the MuDst files using the database settings. So the slow sonudathe right place to
work more in order to fix the problem.

For thet® reconstruction, we have done some extra work related to the toder a
pre-shower energies in order to get a linear and constant response¢he EEMC
deposited energies. After a comprehensive study of the tower, $MEBhowers, and
post-shower energies, we can achieve pretty constant responde fogcbnstructed
energy if we apply a transfer formula:

Eleco = Etower + f X (Epre1 + Eprez) (4.1)
whereE;..., is the new reconstructed energy,.,., iS the tower's energy; andis an
empirical factor to the pre-shower 1 and 2 enerBjgs, andE,,.,. This formula was
not applied in ourr® analyses later because this modification does not solve the
fundamental problem in the slow simulator, and the energy responke BEMC is
understood well enough for the inclusive neutral pion study. But the abeweis
presented here to offer a possible clue for future software development.

According to this simulation study, 1.3 will be the new samplirgjidra correction

factor during the inclusive® reconstruction and data analysis in this thesis.

4.4 r° reconstruction and efficiency study
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The reconstruction afs in the EEMC using the previoa$ finder software by
Jason Webb [95] had been a very tough job because of the low recomsteditciency.
After the software development described in Chapter 3, the recommiratficiency has
been improved greatly, from several percent to 40%-60% on diffgqeed of simulation
data samples. Some features of the reconstruction are alsogasomable. In this part,
we will discuss the reconstruction results from three simuladata samples: single
thrownn® events, dir® events, and a pythia events sample.

The dir® sample has many of the complexities of real date’iproduction in the
EEMC during runs. We start the introduction for this sample. The®diample is
generated by the GEANT generator at RCF with a flat gna&frfp, 60] GeV distribution.
The total number of events generated for this sample was ten thpasahet the total
number of thrownr®s was twenty thousand. Events were thrown flat ih.1, 1.9] andp
[20, 40] degree. We chose to narrow #s into a smallp range because we wanted to
simulate twar’s close to each other. If th@ finder software can reconstructs with a
high efficiency with this Monte-Carlo sample, it will havehigher efficiency for the
singler® MC sample, and give us confidence in real data analyses.

The singler® Monte-Carlo sample was also generated by the GEANT genatator
RCF with a flat energy distribution of [5, 60] GeV. But we gated only a thousand
events in this sample, with om& in each event. It has the sameange of [1.1, 1.9] as
the di® sample, but a much broadgrange [-180, 180] degree. This sample provides
us with a consistency check about the reconstruction efficiency of the code.

The pythia sample contains two hundred thousand events and is store8Sat H

This specific pythia sample simulates collisions in the STddRector with partonic
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transverse momentum pT of [25, 35] GeV/c. The environment in this sample is very close
to real data runs, and the analysis results for this samplddshive us the best estimate
onn® reconstruction quality and efficiency for real data.

We introduced the main classes fortAdinder program in Chapter 3. When we
run ther® finder program, we have to use a main macro to chain over akkslasd all
events. The main macro is called runEEmcMcPiOMixer for thaulsition studies. It
basically analyzes a MuDst.root file, and saves the resulaingw root file with ther®
tree stored. The macro loads the STAR library for programming first, andtéates the
analysis chain. The chain starts with an ioMaker to activat&B&NT branch so that
we can track the generated MC sample information. A MuDst-Mmkéren used for
reading input files. We connect to the STAR database so thadmweadl the information
required in ther® finder software. For MC studies, the ideal gains are useahfaysis.
Then we initialize the EEMC database and the spin-database.rrakéviC studies, the
slow simulator maker is also activated before we go tonthdinder classes we
developed. Now we can set up or change most of the cuts and threshoidfealte
reconstruction oft°s according to the classes of ttfefinder program.

In the A2E-Maker part, we set the width cut to 3 for allrkapé the EEMC, so that
the ADC value has to pass the pedestal value by 3 sigrtteeidatabase. We set the
sampling correction factor to be 1.3 for the tower energy respbntiee Cluster-Maker
part, the seed threshold for towers is set to 0.8 GeV, and the seslotts for both
SMD planes are set to 1.5 MeV, which is just above the MIP deposifi@bout 1.4
MeV. The floating floor parameter is set to 1. The maximuraresibn from a SMD seed

strip is set to 3, so that we have a total of 7 strips in a $M8&er. In the Point-Maker
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part, we select the energy mode to share the tower engnmgipertional to the SMD
clusters. In this Mix-Maker part, we have an option to fix theéexefor MC samples at
zero, but we use the actual vertices for the above three sampleg a@ur reconstruction

of n%s. Then the McOutputMaker is called to give us a number of histsgiascribing
the generation of the MC samples. In the Pi0O-Analysis partde@de to use the
information from the above makers, so that we can do therfthedconstruction here. In
this final class, the tower ET cut is set to 3 GeV for astleone of the points from a
reconstructed® candidate, and thecut is set to [1.086, 2.0]. We do not require the 1.5
GeV point pT cut for the simulation studies, though this was usedhéoreal data
analysis.

We will discuss ther® reconstruction and efficiency studies from the three
simulation data samples in the following sections with the setugrided above. The
detailed analysis for the di® sample will be described first to illustrate how the
reconstruction compares with the GEANT record, and how theesfligiis calculated.
Then we will only show some important features and figures fronatiadyses of the
single 7 and pythia samples, to demonstrate that there is consistency in our

reconstruction efficiency from other kinds of simulation data sample.

4.4.1 di-m® Monte-Carlo sample analysis

As we developed the finder software to improve our reconstruction efficiency,
we knew that only when we achieved a high efficiency in reasctsig z°s in a
complicated simulation sample, then we might have a good reconstratfimency for

real data. So we start with this special MC sample for our simulation studies.
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During this analysis, we can examine the GEANT record anthgegenerated
information for the MC sample. Some basic features of the gededar® sample are

shown below.

| generated Z vertex gZvert
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Figure 4.12: Generated Z vertex for therdisample with a Gaussian distribution
centered at zero and a width givend»nBOA/2.
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Flgure 4.13: Geometry distributionmi_rrtﬁglgl_fnl-\/lc for therflisample.
We show the vertex and EEMC geometry information in generdtmglitr®

sample in figures 4.12 and 4.13.
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| generated Mc pi0 energy |
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Figure 4.14: Generated energy distribution of the tdsample.
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Figure 4.15: Generated transverse momentum distribution of thestimple.
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The important features of the generated energy and transversentomaneEl
distributions of this sample are shown in figures 4.14 and 4.15. Thespldatgoare

eventually used in the efficiency calculation for tffereconstruction.
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Figure 4.16: Invariant mass spectra peaked at 0.135 GeV from #fesdimple. These
events represent reconstructeéticandidates which satisfied various setups in the PiO-
Analysis class and are stored into the tree.
As we discussed in Chapter 3, we will have a large numhe€r azfndidates which
satisfy various conditions, and are stored infthéree as shown in figure 4.16. Figure
4.16 includes three plots showing the quality of the reconstru¢teahdidates before the

efficiency study. The left plot shows the one-dimensional invarraass spectrum

peaked at 0.135 GeV from the di-sample, with the x-axis denoting the mass in GeV
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and the y-axis denoting the yield. The middle plot shows the di-photon reconstructed
transverse momentum in GeV/c along the y-axis versus invanass$ along the x-axis.
The right plot shows the di-photon reconstructed pseudorapidity alongakis yersus
invariant mass. These three plots show that we have reconstrhetad st with a
reasonable narrow peak shape, andathéransverse momentum pT and its pseudo-
rapidity. It is also noticeable that we reconstruct a lodgtathe right side (high mass)
of the left plot and a bump in the low mass region. The long thigatmass is produced
from the combinatoric background when we combine unrelated point paifinio
neutral pions. The low mass bump is seen to arise mostly fronpToevents, which is
illustrated in the middle plot. This will turn out to be a more seyoblem in the real
data analysis.

We obviously do not want to include all the reconstructechndidates which are
stored into ther® tree in our quality and reconstruction efficiency studies. Additional
criteria must be added to filter these® candidates so that the survivors passing these
strict criteria can be reliably used in the efficienejycalation. The first additional cut is
that we require the invariant mass to be from 0.08 to 0.18 GeV. tAffanvariant mass
cut, we then test for a matching between the reconstraétadd the generated one in
this event. To match the position, we use thand ¢ information from both the
reconstructea® and the generatetf (from the GEANT record) to calculate the distance

between them.
An = |77recon - 77gen| (4-2)
Ap = |§0recon - (pgen| (43)

AR = /An? + A@? (4.4)
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wheren,..c,n denotes the reconstructed eta,n ., denotes the generated eta, and
@recon @nd @, denote the reconstructed and generat@dohi, respectively. The
reconstructed and generate@dndo are all based on the momentum vector information,
so forn, this is the particle pseudo-rapidity and not the detegtbr this case, there will
be no problem to calculate the distance using hatteasurements from momentum; but
if the option to fix the Monte-Carlo sample vertices at zeradsvated during the
analysis, it is important to calculate the detectomgia.., to replace thg,., and then

calculate the distance. The detector EEMG...tor Can be calculated as

H
Ndetector = —1og(tan((atan %)/20)) (4-5)
where 270 cm is the distance from the center of STAR to the@E&bht surface. The

distance H is calculated by:
H = (270 = V,) x Z—:+\/VxZTVyZ (4.6)

wherel,, V,, andV; are the x, y and z components of the vertex for the evenpaadd
p, are the transverse and longitudinal momenta. These two formulatsargsed in the
calculation of detector eta when we apply the eta cut [1.086, 2.0] to recon$suct

For this specific sample, there are tfls in each thrown event. After the invariant
mass cut, we calculate the distard® for each reconstructed from the two thrown
MC =°s, and choose the closer one. Then we store the distance betwemotistructed
% and the closer generated in a histogram. The distribution is shown in the following

figure.
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Figure 4.17: DistancAR between the reconstructefl and the closer generatel from
our disr® sample.

To match the position, we choose a distance cutRsf.02 for this diz® MC
sample based on in figure 4.17. For each reconstraezhndidate, we match the
position with either of the two thrown M&°s from the GEANT record, and if the
distance between them is less than or equal to 0.02, we considi@gnahigconstructed
% a good one. We then save the reconstrugted pT, energyZ,,, and opening angle
information into histograms. Furthermore, the MC informatiprp, pT, energyZz,,,
opening angle, and z vertex from the matched generétedll be also saved into
another set of histograms. The matched MC information from the ajedefs will

eventually be utilized in the calculation of our reconstruction efiicy, instead of using

information from the final reconstructed pions.
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Some of the final reconstructe and matched MC generated features are

shown below, with the reconstructed data on the left and matched MC on the right.
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Figure 4.18n distributions from the match between reconstructed and generatedd MC
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Figure 4.19yp distributions from the match between reconstructed and generated MC

83



The geometry distributions in figures 4.18 and 4.19 comparing the recaustilict
and matched generated M€ should be close to each other because of the tight distance

cut. Two important figures in the efficiency calculation are shown below.
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Figure 4.21: Energy distributions from the match between reconstrudegkaerated M@°.
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Now we have all the necessary information to calculatertheconstruction
efficiency of ourn® finder program for the diz® sample. The generated ME’
transverse momentum and energy information that are matchecbtsiricted:®s are
shown on the right in figures 4.20 and 4.21, respectively. The full rgeder®
transverse momentum and energy distributions are shown in figuresd14.14. We
present the reconstruction efficiency in two ways: as a fumaf transverse momentum
pT and as a function of energy E. The basic idea is to divide the right plots irs figRfe
and 4.21 by figures 4.15 and 4.14, respectively, so we calculate ttieref§i from the
matched MCr? instead of the reconstructed one. For the efficiency versus pTlatan,
we take the count nl1 from the same channel of the right plotwfi§20 and the count

n0 from each channel of figure 4.15. The efficiency for each channel isataftbly:
ef ficiency = Z—(l) 4.7)

And the uncertainty for each channel is calculated by:

__ [nix(no—-n1)
error = ’—n03 (4.8)

We then create a new histogram of the efficiency versusuvease momentum. The
histogram can be fitted by a dynamic constant function, sdllitgive us the mean
efficiency value in an interesting pT region. For the efficly versus energy E plot, we
follow the same calculations from formulae (4.7) and (4.8), jusiding the data from

the right plot of figure 4.21 and figure 4.14. The two efficiency plots are shown below.
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Figure 4.22: Ther® reconstruction efficiency vs transverse momentum in GeV/c.
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Figure 4.23: Ther reconstruction efficiency vs energy in GeV.
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Figure 4.22 shows tléd reconstruction efficiency versus transverse momentum pT.
We fit the plot from 7 to 15 GeV/c, which is the most interggtiegion for our inclusive
neutral pion analyses. This gives us 43% as the reconstructiameraffi, which
represents a substantial improvement compared to the earlier 20@&ean&igure 4.23
shows thet® reconstruction efficiency versus energy E, and a fit from 15 to &8 G

gives us the efficiency at 46%. This is consistent with the result in figge 4

4.4.2 Singler® Monte-Carlo sample analysis

This sample was generated with only a thousand event with a #inglvnr® in
each event. The vertex for each event was generatedoatiozeimplify the sample. We
used this sample to do simple consistency checks in the reconstmeftitency of the

m° finder program.
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Figure 4.24: Generated geometry for the simgjlsample with flat distributions in eta
and phi.
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The generated flat geometry distribution for the sim§lsample is shown in figure

4.24, which shows this is a small sample. We follow the same togoalculate the

reconstruction efficiency as we did in therdi-sample analysis. In the Pi0-Analysis class,

then® candidates are reconstructed with the features illustrated below.
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Figure 4.25: Invariant mass spectra peaked at 0.135 GeV from thersingaenple of
the reconstructed® candidates which satisfy various conditions in the Pi0-Analysis class
and are stored into the tree.

Figure 4.25 shows the invariant mass spectra for reconstmistédm this sample.

We can see that these are much cleaner than similar plotgHeodisz® sample (figure

4.16). This is reasonable because here we only throw a sihdbe each event into the

whole EEMC during simulation generation. Based on these reconstriftewe apply

the same invariant mass cut from 0.08 to 0.18 GeV as we did faii-tHfesample. As

88



before, the position between the reconstruattdnd the generated one is also matched,
and we require the distance parametdR<0.02 based on figure 4.26. Those
reconstructedr®s with distances larger than 0.02 are thrown away for theieaftiy
study. With this singler® sample, the distance between the reconstrucfednd
matched MC generaterf is usually very small because there is only oh@article in

each event.
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Figure 4.26: Distance between the reconstruetednd the generatetf from the single
% sample.

Finally, we use the same equations to calculate the reconsteféita@ncy for this
singlerr® sample as we did in the g sample. Two efficiency plots are shown below.
The reconstruction efficiencies of 67% for transverse momeniwh®8% for energy are

both quite a bit larger than the results from thetsample. This is not surprising, and
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suggests that isolaterfs in the real data should be reconstructed quite efficiently by ou

software.
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Figure 4.27: Ther® reconstruction efficiency vs transverse momentum in GeV/c for the
singlerr® sample.
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Figure 4.28: Ther® reconstruction efficiency is vs energy in GeV for the simgle
sample.
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4.4.3 Pythia simulation sample analysis

After the simulation studies with the two Monte-Carlo samplegited above, it is
important to check tha® finder program with a pythia event sample. The STAR
database provides a series of pythia event samples for ppoosllat\s=200 GeV, and
we chose the one with partonic transverse momentum from 25 to 35.3éNg sample
has 200,000 events in total, which is likely to give us similacipion in our
reconstruction efficiency study. According to the GEANT recotide z vertex
distribution for this sample (after a generatéds identified) is spread out at the STAR

detector as shown below.
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Figure 4.29: Generatetf z vertex distribution from the pythia sample.

The z vertex distribution for the generatéd of this pythia sample is right-skewed
and spread-out. This is a good feature because we found the vertex depédnde
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reconstruction in the Mix-Maker class and can treat both the dionuland real data
analyses well according to the z vertex analysis in the agtéimple. And the detectqgr
development also benefits from this. The EEMC geometry’sfgenerated from this

pythia sample is shown in the following figure 4.30.
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Flgure 4 30: Generatet geometry for the pythia event sample.

We basically follow the same logic described in therfdisample analysis to
reconstruct ther® candidates and calculate the reconstruction efficiency for ttisap
event sample. After the fundamentdl reconstruction in the PiO-Analysis class as
described in chapter 3, we apply the invariant mass cut from 0.08 tadG@M 8o our

reconstructedr®s. And then a position match between the reconstrucfednd a
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generated one is analyzed and applied. But this time we useceenifflistance cut at

AR=0.04 because we observe a wider separation as shown in figure 4.31.
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Figure_4.31: b}s_t-a-mce between the reconstruetednd the closest generate® from the
pythia event sample.

It is reasonable that the distance distribution between the trectedz® and the
closest generated® for the pythia event sample is a little wider than the twshaved
for the single and diz® samples, because the pythia event sample simulates more
complicated collisions in the STAR detector instead of just timguwndividual particles
into the detector. Nevertheless, we use the same method to tealcedanstruction
efficiencies along transverse momentum and energy for dhigle. Our two efficiency
plots are shown below.
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events with 25<partonic pT<35 GeV/c.
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Figure 435‘3 Tha0 re_c_onstruction efficiency vs energy in GeV for pythia events with
25<partonic pT<35 GeV/c.

We achieve reconstruction efficiencies of ~37% along pT and ~4i%) ehergy
distributions for this pythia event sample. Note in particular thaagh efficiencies fall
off rapidly as pT and E decrease, they remain quite constantasvpT and E increase

above the fit region.
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4.4.4 Reconstruction efficiency summary

For our inclusive neutral pion study, reconstruction of neutral piore iEEMC
detector has been a very important issue. The reconstructionreffidcias been studied
and systematically improved over the last three yearsnttimder software has been
developed with more diagnostic features and detail and new stryaunesesults in a
high reconstruction efficiency compared to the 2-4% reconstrucéfficiency of
previous work.

We have run the® finder program over three simulation samples to testrthe
reconstruction and calculate the reconstruction efficiency. Bima@ation samples were
selected, with two Monte-Carlo samples, (a single thraveample and a di® thrown
event sample), and one pythia event sample, so that we tanetesconstruction under
different simulation conditions. We have calculated the reconstrueffanency as a
function of both ther® transverse momentum and its energy.

The single throwm® sample, with very clean events, gives us the high&st
reconstruction efficiency of ~67%. The af- sample, with both pions generated in a
narrow region to make the distribution complex, gives us an excefler’tconstruction
efficiency of about 45%. The pythia sample, which most closelylates collisions in
the STAR detector, gives us’ reconstruction efficiencies around 36-40% in the
kinematic regions of interest, which should be very close to thosenettin real data
reconstruction.

Based on these simulation studies, an estimat@ wfconstruction efficiency at
about 30-40% should be reachable for the 2006 real data analysishighes the

reconstruction efficiency, the more reliable and less biased the realnddyais will be.
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Chapter 5

Data analyses

5.1 Data selection

We selected the 2006 longitudinally polarized proton-proton beantodediéculate
the double spin asymmetry of inclusive neutral pion production at thCEEhe data
are stored at HPSS on a run by run basis. Based on trigger amdbgitgninformation,
347 longitudinal pp physics runs from 41 fills were selected for i@ fnalysis,
although there are a total of about 400 longitudinal pp physics runs dun@gSome of
the longitudinal runs were thrown away because the luminosity infammnéor those
runs was questionable. The complete selected run and fill informiatiprovided in
appendix A.

For the 2006 pp runs, the full setup of the STAR trigger was dtilizee EMC
triggers included information from the Trigger Patches andah E&IC energy threshold
for the first time during run6. For each run used in this work, ectesl the EEMC-
HTTP-MB-L2gamma trigger for our neutral pion analysis. This ispetrigger is a
combination of several triggers in STAR, and is well designeddepa high-pT photons
that interest in the EEMC. “HTTP” denotes High Tower and Terggatch. High Tower
means high energy deposition in a single tower of a triggeh @bove a set threshold;
Trigger Patch means the sum of energies in a cluster of 6, 8 ajdd®at towers also

exceeds a certain threshold. For the data used in this an#gsthreshold value set for
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HT was 3.5 GeV, and for TP was 4.5 GeV. “MB” denotes minimum kiaigch means

the STAR beam-beam counters fired for this event. The L2 ganiguaitlam is

implemented at a higher trigger level to find high tower ET evaettit k2 thresholds at

3.7, 5.2 for longitudinal running.

—
-
W
m
ad
e
]
-
=]

16-18, 24-25
35-35,43-47
95103
32-34, 40-42
51-55,59-53
104-111
48-50, 5658
67-71,75-79
112-1149
&d-66, 72-74

GIGH:EmmwmmLMM—-|
Woge W R fa b R e b = = = —

"
i
Qo

EEMC Trigger Patches

bl

- .
w..‘_‘ﬂlwding line

3 betweaen i
%ﬁ? EEMC halv

"ﬁ "gﬁ o %"'

e

installed in summer 2002
Individual towers span Ab =0.1 = An=0.057-0.099

Small trig. patches—6, 8 or 10 towers-span Ap =02 = An =03
15 small patches form fet patchof Adb = 1.0 = An=1.0

Iin one fet patch, same color small patches go to same FEE card
Jet patches chosen to give near left-right & up-down symmetry
Jet patches span physical EEMC sector and half boundaries!
Jet patches match In ¢ (within 3°) to BEMC et patches

Figure 5.1: The 2002 layout of EEMC trigger patches with detailed labeling screin

DSM assignments [96].

97



When we analyze the 2006 data to reconstriist the trigger information is
checked in the program. The EEMC-HTTP-MB-L2gamma is the raaalysis trigger
we used during the study, though the Min-Bias trigger datalsis analyzed for
consistency. Values are assigned to these two triggers for comeenrethe software.
The EEMC-HTTP-MB-L2gamma trigger has two ID values, with 137641btieg runs
starting from day 136, and with 6 denoting runs before day 136. Theiethas only
one ID 117001, during the whole 2006 run. The detailed layout of EEMC trigtshgs
are shown in figure 5.1.

There are two primary modes of running tidinder program during real data
analysis. For small data analysis tasks, we can retrieve specifictfMleB$rom HPSS to
local disks and run the code interactively, or send them to the comgartindpy bsub or
gsub depending on which server you are on, RCF or PDSF. To retrievaibst Mes,
we can use get file_list.pl to grab information to *.file on run-by-basis, then use
hpss_user.pl —f *.file to retrieve the MuDst files and store thei @onvenient place.
This method was widely used in the early stages of analysiptimize the running of
the code. For large volume data analyses, such as genetaitfigal 347 runs, RCF
provides a scheduler so that we can set up the scheduler and gfisninto the
computing farm. These jobs will be running automatically withoutengtrg and saving
the MuDst files to local disk. More technical details about theduler will be discussed

later in this Chapter.

98



5.2 finder software setup

We run through the selected 347 runs of 2006 longitudinal pp data with fineer
program to generate a seriestdftrees. Ther® trees are stored in associated root files. A
new macro was developed to read these generdteécbes and normalize the spin-
dependentr® yields according to the relative luminosities of the proton lseamthe
various spin states. We then calculate the double spin asymnirythe normalized
spin-dependent® yields after background subtraction. In this section, we willudisc
details of setting up the® finder software to generate thé trees for real data.

Cuts and threshold values have been set im‘tfiader software for the simulation
studies described in Chapter 4. We keep some of these values thdosamal data
analysis as for simulation studies, and change some other settiidgs with the same
0 finder software framework to maximize the inclusiv®yield for the study. The
sigma (width) threshold in the A2E-Maker is still kept at 3dtirlayers of ADC values
in the towers, that is, the signal must be at leastt®ve the pedestal value inserted in
the database. The tower seed threshold is set to 0.8 GeV. Theflsbt setting
parameter mSeedFloor is kept at 1, as in simulation studiesrihoaf SMD cluster, we
still require three SMD strips to be counted on each side oka@ sip. The above
settings are the same as for the simulation studies, but werelaged some parameters
for the real data analysis. Real data analyses give us sdfeeerti features in the
reconstructea’s. Based on the fluctuation study described in the next subsection, a ne
floor setting in the SMD plane and a point transverse energyEweare implemented in

the code. Based on an edge effect study for the real datagraate Gaussian distribution
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tower ET cut peaked at 3 GeV was applied. And finally, the S¥&d threshold was
eventually set to 3 MeV to both planes for the final data analysitead of the lower

value of 1.5 MeV that was used in the simulation studies.

5.2.1 SMD fluctuation studies

When we started to compare results from our simulation stadibsege from real
data, the first problem we encountered was much larger variatiotiee real SMD
energy response. We could easily “hide” some of these effgatscreasing our relative
cuts and threshold values in the software. But this approach wouldydaooa final
inclusive neutral pion results by greatly reducingtfAeield, and possibly introducing
large systematic biases in atft reconstruction. To avoid these problems, we first had to
examine the SMD response in more detail. The three kinds of liy§ii¢B fluctuations

in energy response from both planes are shown below.
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Figure 5.2: One normal cluster is reconstructed from the U plane, whilgbmarmal
clusters were found in the V plane.
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Figure 5.3: Two abnormal clusters are reconstructed from the U plane, witoonal
cluster from V plane, is another kind of typical fluctuation from the SMD response.
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Figure 5.4: Two abnormal clusters are reconstructed from both SMD planes.
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We show three examples of typical fluctuation features frorBMi2 strip energy
responses in figures 5.2, 5.3 and 5.4. These profiles can be easy thchamerated by
retrieving the information from most SMD responses of the redal dde found that our
software often reconstructs low invariant mass pion candidate® dhese fluctuations,
because of the resulting small opening angle and particle esefjgure 5.2 shows a
case with a normal cluster in the U plane, while two “abnormakters were found in
the V plane, resulting in a reconstructed low nva%s Figure 5.3 shows a similar
situation with U and V reversed. These two events have the saftvlerp: large energy
fluctuations, leading to multiple reconstructed SMD clustersomty one plane.
Sometimes, events are even more ambiguous because both planets ssdebe
fluctuations and reconstruct multiple clusters, such as in figude Bhe proper
reconstruction of SMD clusters from both planes is a fundametdl gf ourn®
reconstruction procedure. The fluctuations in SMD strip energponse will often result
in finding one or more “abnormal” SMD clusters close to normakolVhen we use the
splitting algorithm in the Point-Maker to reconstruct points fromDSclusters, these
extra clusters will produce many low energy point candiddtkese point candidates
produced from fluctuations are typically very close to normal poory a few strips
away. So when we match point pairs to reconstrictandidates, we will generate
numerous combinations of low mass, due to their small opening anglestigsiand
low energies, which are directly used in the calculation of the invariant mass.

A prominent feature of the SMD points produced by these fluctuasighsir low
energy distribution. Therefore, we considered adding one more newn ¢bé icode,

based on the energy distribution from these points. We picked aispaegditudinal run
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(7078044) and examined the transverse energy ET distribution frorecalhstructed

point candidates. The distribution is shown in figure 5.5. Based on thidbdigin, and
keeping in mind that the most important region of transverse momédaotwur inclusive
neutral pion analysis is from 5 GeV/c to 15 GeV/c as discussétapter 1, we decided

to apply a new point ET cut at 1.5 GeV. This new cut helps a lot in reducing the low mass
pair production, although it does not eliminate the whole low mass peatttivdtely,

this cut also suppresses the reconstruction of (@éalwith large energy sharirfy,, but

it does not affect the® relative yield as a function of transverse momentum pT above 5

GeV/c or pseudo-rapidity.
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FigiJre 5.5: The transverse energy ET distribution from all point candidatesfor
7078044. The SMD fluctuations produce a large number of low energy points.

To further reduce the fluctuation effects, we also tried setestalseparately: (1) an
averaging algorithm in the Cluster-Maker, which calculateéwa energy value for each
strip by averaging its two adjacent strips with the equaiiop,, = (0.25 X E;_;) +

(0.5 X E;) + (0.25 X E;1); (2) requiring either of the two strips around a seed strip in
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the SMD planes to pass the general floor values setting; (3jegudting both of the

strips around a seed strip in the SMD planes to pass the géoeral/alues setting

discussed in Chapter 3. These efforts did not appear to help mugbpiressing the low

mass peak, as we show below.
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Comparison of some of the production features between the oaguhaveraging

algorithms in the Cluster-Maker for different observables are shiovigures 5.6 to 5.8.

The results of last two tests, requiring strips around a sepdaipass the floor value,

are not shown here, since they did not help much in reducing more lofittmass peak.

Based on these studies, we decided to only apply the new poinitE® the original

code framework used in the simulation work. But results from gidi® tests described

above did give us some new ideas on how to further probe the fluctulationthe SMD

response, because we were hoping these tests would help suppresgidhgtby

requiring the adjacent strips to fire. Eachis reconstructed from two pairs of SMD

clusters in the U and V planes. We denote the separation Inetiveéwvo seed strips of

the two SMD clusters from a given plane as the ‘seed distaiwee plotted the ‘seed

distance’ distributions from both SMD planes, and the spatial distisitietween the
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point pair, to see if we can find any clues on fluctuations. Weyaedlanother long run,

7136033 to get more statistics.
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Figure 5.9: The separation distribution between two seed strips from the same pla
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The plots shown in figures 5.9 and 5.10 suggest two conclusions: filstythess
peak generated from SMD fluctuations arises mostly from shortaksaparations
between the point pair; and second, the SMD fluctuations are geedependent. The
first conclusion is not surprising. The second conclusion led usrtk thore about the
geometries design of the SMD planes. As we discussed in Chaptee ZMD is
designed with a special sector dependence. Sectors 1, 4, 7 andréQhe same layer
structure of V plane, Spacer, U plane; sectors 2, 5, 8 and 11 all have the structure of U, V
Spacer; and sectors 3, 6, 9 and 12 have the structure of Spacer, U,als Bet
summarized in table 2.3 and figure 2.9. To see if the fluctuation dependeconsistent
with the design of SMD structure, we looked more closely at tlesl skstance
distributions for the three different SMD structures, fortAeandidates with mas6.06

GeV. Our results are shown below.
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Figure 5.11: The left plot shows the seed distribution from sectors 1, 4, 7 aiiith 10en, S, U

structure; the middle plot is from sectors 2, 5, 8 and 11 with the U, Vu@wst; the right plot is
from sectors 3, 6, 9 and 12 with the S, U, V structure.
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A raw calculation was carried out on the seed distance distribations in figure

5.11. We summed over the content along the dvV=0 and dU=0 edges for thdhabeve
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plots, and obtained the following results going from the left plot torigtg plot: the
dV=0 row summed to 118, 24 and 28; the dU=0 column summed to 20, 97 and 104.
These numbers demonstrate that when the V plane is in front of tpkand, we
reconstruct many low mag<ds because of the energy fluctuations in the U plane; but
when the U plane is in front of the V plane, we reconstruct l@gsn’s because of
fluctuations in the V plane. If we define the SMD plane clos¢hedront surface of the
EEMC as the first plane, and the plane closer to the back side BEMC as the second
plane, we can conclude from these results that significant edeofyations occur more
often in the second plane than in the first plane, which leads to the productiof miva
mass peak in the® invariant mass spectrum. This confirms the SMD geometry
dependence of these fluctuations. Based on this study, we decidedbtiuget a new
floor shape for the second SMD plane, as described in Chapter 3. Waghio the new

setting from figure 3.1.
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Figure 3.1: The floor settings of the SMD to find seed strips ®frtnt plane (left) and the
second plane (right).
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Because there are different fluctuation features for th&MID planes, we decided
to apply different floor shapes to the two SMD planes of all sgctororder to avoid
sector-dependent low mas8 production. The floor shapes were developed to restrict
the SMD strip seed selection, as described in Chapter 3. Theldefin figure 3.1 is
applied to the first plane as defined above, and the right pkppsed to the second
plane for real data analyses. This means we apply a morgesir requirement on the
SMD seed strip selection for the plane which gives more fluctuations.

In summary, we reduced the effects from fluctuations of M2 8nergy response
for our inclusive neutral pion reconstruction by adding a new point treseseeergy ET
cut of 1.5 GeV befora® reconstruction, and then applying a new floor shape to the
second SMD plane. These techniques reduced the low mass peaktlsitlodg in the
realr® yield. But we emphasize that the true cause of the SMD flimhsais still not

understood. This might be a severe problem in the future photon analyses.

5.2.2 Tower boundary effect

With the new point ET cut and floor shape in the SMD planes added doaysis
software, we ran through more statistics of real data tmstaictzt®s with ther® finder
program. Twenty runs (7136022, 7136033, 7136034, 7137036, 7138001, 7138010,
7138032, 7140046, 7143012, 7144014, 7145018, 7145024, 7146020, 7146077, 7147052,
7148027, 7149005, 7152062, 7153008 and 7155052) from the 2006 longitudinal pp data
set were selected to check some important features af’theoduction. These twenty
runs are all long runs, based on the run lengths tabulated in appendix A. We examined the

w0 yield as a function of the tower geometry, as we did in simulatiadies, and found
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large variations along thg and ¢ directions. As we explain below, we suspected this
might be due to our choice of hardware trigger, so we decided tmhyoanalyze events
from the twenty runs with our usual EEMC-HTTP-MB-L2gamma &igdput separately
analyze the EEMC-JP1-MB trigger. The structure of the EEM@®3d&hes is described
in figure 5.1. The EEMC-JP1-MB trigger basically requires 8 ®e€¥ummed energy in

a 1x1 (iimxo) area of EEMC towers.
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Figure 5.12: Ther© yield as a function of vs invariant mass from triggers L2gamma (left) and
JP1 (right) for the twenty longitudinal runs.
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Figure 5.13: Ther© yield as a function of vs invariant mass from triggers L2gamma (left) and
JP1 (right) for the twenty longitudinal runs.
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Figure 5.14: Ther® yield as a function af with invariant mass cut [0.08, 0.18] GeV for
the L2gamma (left) and JP1 (right) triggers.
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Figure 5.15: Ther® yield as a function af with invariant mass cut [0.08, 0.18] GeV for
the L2gamma (left) and JP1 (right) triggers.
When we reconstruct neutral pions, we find that mbseare reconstructed in the

middle of a tower than at the edge of the tower. This “edge &ffeclearly seen in both

the n and ¢ directions from figures 5.12 to 5.15. The edge effect also has a mor
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complicated tower dependence. If we look at ¢helots more closely, we find even
fewern®s are reconstructed at the edge between two sectors, bawasseicture of the
EEMC is installed sector by sector. We show this more glearfigure 5.16 by re-
scaling thee distribution from figure 5.16 every 30 degrees, but without the mass ¢

This means we show the yield alonge in a “summed sector” instead of twelve sectors.
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Figure 5.16: The yield of 7%s by rescaling the EEMC every 30 degrees. The left plot is
for the L2gamma trigger and the right plot is for the JP1 trigger.

We can also see that thende yields ofz°s are smoother from the JP1 trigger
than from the L2gamma trigger. This tells us that the edgetsfaare closely related to
the trigger selection. Compared to the EEMC-HTTP-MB-L2ganmngger, the EEMC-
JP1-MB trigger is less sensitive to tower boundaries, becausgiesnare summed over
many towers (120), as shown in figure 5.1. But even with the JP1lririggme edge

effects still exit, which means the algorithm in adrfinder software still has a bias in
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70 position. Ther? finder program is based on SMD clusters, but a tower transverse
energy ET cut of 3.0 GeV was applied to either of the two pointscionstructing a®.

To reduce the edge effects, we decided to replace the Eat 8uGeV with a bivariate
Gaussian cut distribution based on the simulation study presentedpteChawe recall

the distribution equation here:

_ peta—meta 2 PI\2
O'SX(( 0.035 ) +(2.3) )

Cut =3.0Xe (5.1)
Herepeta is then position of a point from the reconstructet, meta is the mean value

of the pseudo-rapidity for a specific tower, apids the modifiedp position of the point.
The new ET cut is set up according to the position of the pointofed previously, the
EEMC is installed symmetrically around the azimuthal angl#h nero degrees located
at the center of a tower. So we can easily calcglatey takinge modulo 6 degrees,
which is the span of a tower. Peta is a variable and md&pendent on the tower etabin.
There are a total of 12 etabins alangwhich means there are 12 values for meta. We

summarize meta values along the range of peta in table 5.1.

Table 5.1: The meta values for equation (5.1) according to the eta-bins.

Peta| 1.0864 1.146-| 1.205-| 1.268-| 1.334-| 1.403-| 1.476-| 1.552-| 1.633-| 1.718-| 1.807-| 1.901-
1146 | 1.205 | 1.268 | 1.334 | 1.403 | 1.476 | 1.552 | 1.633 | 1.718 | 1.807 | 1.901 | 2.0

Meta | 1.126 | 1.174| 1.231] 1.294 1.36 1437 15p7 1885 41.64.761 | 1.845| 1.932

We applied this new position-dependent tower ET cut and ran throuthethty
longitudinal runs. The® reconstruction yield improves by 9.48%. However, this only
smoothed the edge effect a little bit. The edge effectestifits for the real data, and is
not well understood from simulation studies. So the new tower EWitluta bivariate
Gaussian distribution was only applied to #fefinder software for real data analyses,
and not for our simulation studies. We show the bivariate Gaussiaibwtisns used in
our analyses for all twelve etabins in figure 5.17.
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Figure 5.17: The bivariate Gaussian distributions of the tower ET cutsdoabBeseV at
the center of individual towers from the twelve etabins. For each plot, the hawis s
the ET cut value, x-axis shows the tower spdrom -3 to 3 degree, and the y-axis
shows the) range for each etabin.
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5.2.3 The optimization of software setup

Before finalizing the algorithm of the finder software for real data, we tried a few
changes in the algorithm and on the cuts in the code, and compapsd dependent?
yields after background subtraction. One other cut that wasatiffénom the simulation
studies is that the SMD seed strip threshold was raised frorivld\sto 3 MeV. We
discuss these changes and optimizations briefly below.

We made six tests of the algorithm for our threshold settmgsptimize the
software setup. Each time we made one change, everythininelse code was kept
unchanged from the default code described above, and then we deteimsindgield
after background subtraction. We did the background subtraction accardimg peak
fitting algorithm. Ther® invariant mass spectrum was fit with a simple exponential
function for the background and a skewed Gaussian function fittingedtle ps shown in
equation (5.2):

_ __XTH N2
F(x) = A= + Aye” *> oxarrem) (5.2)

Here x is the invariant mas4;denotes the background amplitude;denotes the slope

of the background shapé; denotes the amplitude of the pion pealdenotes the pion
peak position; and denotes the width of the normal Gaussian distribution. The peak
asymmetry parameter k was fixed at 6.11 for all analysesn\Wiedit the invariant mass
spectrum for different pT bins produced from the 155 runs, we allowed kviariable at

first. After examining the k parameter as a function of pTde&ded it is good enough

to hold k constant at 6.11. The dependence of k on pT is shown in figurdBBckEise

we only are interested in’s with pT>5 GeV, a constant k is sufficient.
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Figure 5.18: Ther® peak asymmetry parameter k from fits at different pT bins. In this
plot k=ps.

We now discuss briefly some additional tests we made ar’ thigorithm. The
first test was to turn off the splitting algorithm in the itaéviaker. This greatly reduces
the low mass peak, but also reduces the spin depemntigilds a lot, so we decided to
use the splitting algorithm in real data analyses.

The second test was to raise the point ET cut from 1.5 GeV to 2.0 GeV. This reduces
both the background and the pion yield by almost the same factbouivchanging the
low mass peak much. We decided to keep the 1.5 GeV cut.

The third test was to lower the point number cut around adjacens tioorar4 to 3.
This does not change much, so we kept 4 to be consistent with simulation studies.

The fourth test was to only use the two most energetic pointsdveen clusters to
reconstruct ther®. We saw little benefit from this new algorithm at high p¥7 GeV/c),
where we had hoped to see increastgields. We chose not to use this new algorithm,

primarily to be consistent with our simulation studies.
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The fifth test was to increase the SMD cluster size froonl1. This suppresses the
fluctuations from the SMD strips a lot, which lowers the backgiousut ther®
reconstruction efficiency is also very low, especially at hpggh when the photon
separation is smaller. We therefore kept the SMD cluster size at seven.

The last test was to raise the SMD seed strip thresholdlf®io 2 MeV. This
increased tha® yield a little, as well as the background. We decided to ths&MD
seed strip threshold again, from 2 to 3 MeV. This increasedtlyeeld by a larger factor
than background. But both increased. To avoid introducing too much additional
background, we decide to fix the seed strip thresh at 3 MeV foe#helata analysis, and
not increase the threshold anymore. Though we have seven pT bios)ywshow one
invariant mass spectrum fit for now, from pT bin [8, 9] GeV/c. Tha dad various fit

curves are shown in figure 5.19, and are explained in the figure caption.
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Figure"é._l-é?_lr{vér_i_a;f{t-rﬂ_a_s_s spectrum fit from pT bin [8, 9] GeV/c with MB Seed threshold

at 3 MeV. The black curve is the overall fit; the pink curvdaésliackground; the blue curve is
the pion yield with raw spectrum minus the pink curve; the gray cuthe i residual. The red
line is the ideal pion peak at 0.135 GeV.
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5.3 Thedouble spin asymmetry A, |

5.3.1 Overview

We ran through all 347 selected longitudinal pp runs from the 200@®dgadrate
a number oft° trees with the optimal algorithm and cuts described above. Tlesees
store the reconstructed information event by event. The most important quantities to
extract for this analysis are the four spin-dependénields. We will use equation (10)
to calculate the double spin asymmetry. It is important to first normalize the spin-
dependentr® yields according to the relative luminosities of the collidington beams.
To extractt® and background vyields after proper normalization of the four spin-sorted
invariant mass spectra, we decided to fit the invariant massrager different pT bins
and for the four spin states using the simple function given in equéB). We only
allowed the amplitudd, of the exponential background and the amplitdgef ther®
peak to vary during the fitting procedure for each spin staegaten pT bin. This means
we held fixed all other fit parameters, {1, andc) for the four spin states at a given pT
bin, to keep the function as simple as possible. Different pT bins allowed to have
different constant parameter values. We also checked the fitdarior consistency with
a pythia event sample by comparing it to the real dataltreBased on the four
normalized spin-dependent yields, we can then calculate the doublesgmimetry and
the background asymmetry with statistical uncertainties foinolursive neutrar® study.
We also calculated the (parity violating) single spin asgitnies for the blue and yellow
beams to test for systematic problems. Since we are usiegn@inical fitting method to
deal with the background, it was essential that we studied th&tigity of these

asymmetries to some of the choices we made for the fitsedMmated the size of our
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systematic error due to the fits in the following three waysying the fitting range,
changing the fixed values far, u, o by twice their error for each pT bin, and using

different fit functions.

5.3.2 Yields after normalization
Some fundamental features of the reconstrurtedbtained from analysis of the

full statistics (but before normalization) are presented in this section.
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Figure 5.20: The invariant mass spectrum of reconstractedrom 347 runs, summed over all
pT and spin states.
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Figure 5.21: Reconstructed pT vs invariant mass from 347 runs.
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Figure 5.22: Reconstructed distribution in the endcap. The twelve sector boundaries
are clearly visiable, as are the individual towers.
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Figure 5.23: (left plot) The collision z-vertex #8 invariant mass. The constant ET
tower threshold in the trigger favors events in the negative z region. (right plot)
Reconstructed® Z,, vs mass. The 1.5 GeV point ET cut greatly reduces the yield at

largeZz,, .
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The rawr® yields produced using full statistics are indicated in #gu5.20 to 5.23.
We extract ther® yield after background subtraction within an invariant mass wirafow
[0.1, 0.18] GeV, and obtain about 200k reconstruattd. This gives us a trigger
reconstruction efficiency of about 9%, since the total number of L&gatrigger events
is about 2.2 million.

But we can only calculate spin asymmetries after proper iyemalization. There
are four spin states used in our analysis: PP, PN, NP, anarixiged in the order of
blue and yellow beams with P denoting polarization along beam momeartdnN
denoting polarization opposite beam momentum in the STAR databaseourhgpin-
dependentt® yields are generated and stored in #ietrees by calling the STAR
database definitions with 5 to PP, 6 to PN, 9 to NP and 10 to NNis&&k the relative
luminosity file analyzed by Tai Sakuma for the 2006 run [97] to atm® the four spin-
dependentr® yields. The luminosity file is organized by the BBC tima-humber from
1 to 15 for each run, with the fill number information. With the tioreinformation we
can normalize the pion yield by each bin. Unfortunately, the orgsomzaf the four
spin-state luminosities is based on a different convention fronfsT#dR database, and
uses uu, du, ud and dd to represent the corresponding luminosity nurobeiRHr NP,
PN and NN states, with the order of yellow and blue beams reivé&sevhen we match
the luminosity file to our spin-dependertft yields in these trees, we account for this
difference in conventions. We read these trees and normalizéettie gvent by event.
We usel,,,;, Lgy, Lyq andL,, to represent the luminosities from the file, &g, Ny,

N,, andN,, to denote the raw yields in omf trees. The yields after normalization are:

L L L .
Npp=N,,;, Npy= udeﬂ, NNP=Ndu><L“—“, andNNN:Ndde“—“. After sorting over all these
d du dd

u
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m° trees, and to finish the normalization procedure, the four spin-depgmdenictions
are stored in four different two-dimensional histograms with W#ens® momentum
information, so that we can fit the invariant mass spectra over differeygsanpT.

We chose to fit the® invariant mass spectra with the function given in equation (40)
for seven transverse momentum pT bins: [4, 5), [5, 6), [6, 7), [7, 8), [®,9)0) and [10,
25] GeV/c. As we discussed, we wanted to keep the fitting funa@imple as possible,
so we combined an exponential function for the background with a skéaesksian
function for ther®s. Furthermore, we wanted to fix the parameters, andc to their
optimal values for each pT bin. Our procedure was to add the four limedhapin-
dependent production histograms together, do a preliminary fit to theswmimed
invariant mass spectrum for each pT bin, and then fix the above paraeneters
according to this fitting result.

Table 5.2: Fit ranges and fixed parameters in the final fitting to extPact

pT  bins| [4,5) [5, 6) [6,7) [7,8) [8,9) [9, 10) [10, 25)
(GeV/c)
Fit range| [0.05,0.4] | [0.04,0.4]| [0.03,0.4] [0.04,0.4] 0a,6 0.4] | [0.05,0.4]| [0.06, 0.4]
(GeV)
a 8.262 6.752 5.095 4.041 3.370 2.942 2.668
0 0.1305 0.1353 0.1359 0.1375 0.1374 0.1370 0.1392
o 0.02073 0.02164 0.02307 0.02498 0.0266¢ 0.02660 02702

These fixed parameters are shown in table 5.2, based on fitstortmed invariant
mass spectra for each pT bin. These will be used in theofitset four spin-dependent
invariant mass spectra for the corresponding pT bin. Before doingf ikisery useful to
test our assumption that these three parameters are the aaalkespin states, within
errors. For each pT bin, we have four fit plots for the PP,N®Nand NN spin states. We
fit them all independently and found that the values given in tablaré.Beasonable for

all four spin states. We show only one example in figure 5.24, for the [4,7) Gev/c pT bin.

122



diphoton invariant mass filassAny diphoton invariant mass filassAny diphoton invariant mass assAny diphoton invariant mass assAny
Entries 31058 Entries 36046 Eniries kit Enties ]
Mean 4 Mean oz - Mean 0.2% - Mean 02224
2500 s [ 250 RS 111 250~ s 0 2500- [ 019%
dind 4913 Pindt 95350 B g 91BN - it Ram
w 12440015 o 7290015 - w 12920015 : [ 18240015
000 o S041007 200 U121 17} 2000- I ) 2000- Mo st
P2 11941283 n 16231269 R 4 18121 287 - 4 17941 284
4 0436740004 P 04310000 . B 01359200003 - [ 0.4359- 0.0004
1500 q M 00me- 0 1500 M D000 150 W00 1500~ ¥ LomE Ly
1oy J 100 NJ moui{u‘ mou_;{*
TN -
8004 500 500 00
d o, e el a2
0 JJ Mg T AP e o ‘J et QIJU oo gLJLJ A
A A A A A A SN IR R PR T SN I R R T
0 02 04 06 08 1 12 0 02 04 06 08 1 12 0 02 04 06 08 1 12 0 02 04 06 08 1 12

Flgure 5.24: Indepehaé-ﬁ“t fits to the four Sﬁiﬁ;-aependent invariant mass spectpd from
bin [6, 7) GeV/c to check the consistency of fixed parametarandc. The four plots
from left to right denote states PP, PN, NP and NN.
Finally, we apply the fit ranges and fixed parameters givaabia 5.2 to the fitting

function, and perform the fits on our spin-dependent invariant massaspeeixtract our

normalizedr® yields at each pT bin.
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Wfiglj'rréig."25: Final fits on the four spin depeh'd'éfnit invariant mass sfurdina pT bin [4, 5)
GeV/c. The four spin states are PP (upper-left), PN (upper-rightfldwer-left) and NN (lower-
right) from
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Figure 5.26: Same as figure 5.25, but for the [5, 6) GeV/c pT bin.
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Figure 5.27: Same as figure 5.25,""5_ut for the [6, 7) GeV/c pT bin.
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Figure 5.28: Same as figure 5.25, but for the [7, 8) GeV/c pT bin.
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Figure 5.29: Same as figure 5.25,""5th for the [8, 9) GeV/c pT bin.
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7 Figure 5.30: Same as figure 5.25";'5ljt'7f7(7)7r the [9, 10) GeV/c pT bin.
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Figure 5.31: Same as figure 5.25",“'6& for the [10, 25] GeV/c pT bin.
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All the spin-sorted spectra and their final fits are showrgurds 5.25 to 5.31, for
each of the seven pT bins. Each figure has four spin-dependent ploextiaft ther®
yield and background contribution from each plot to get the yidtds mormalization.
For each plot shown in figures 5.25 to 5.31, the total fit function is sliigwthe black
curve. The pink curve is the exponential background. The blue curve is eqh& to
original histogram (data) minus the exponential background. Thecgrag indicates the
fit residual. The two green lines show the mass window of [0.1, 0.18] dve¥ which
ther? yield is summed. The raw yield is the total yield within thass window, the
background is the yield under the pink curve within the mass window haniihalm®
yield comes from the blue curve within the mass window, which sndzax® yield is
the raw yield after background subtraction in our analyses. Athe$e yields after
normalization and fitting are summarized in the following table 5.3.

Table 5.3: Summary of the® yields from all pT bins. raw=’+bg (background}1. The
additional uncertainty 1 is from the coding difference between integer and float.

pT bins (Gev/c) | [4,5) [5, 6) [6, 7)

Yield type Raw m° | bg raw m® | bg Raw 7% | bg
PP 22662 | 14046 861% 254501 16387 9063 160910030| 6060
PN 22950| 14019 8931 25607 166p9 8998 1613I0160| 5977
NP 23005| 14252 8752 25343 16221 91P1 1612T0095| 6032
NN 22409 | 13592 8817 25392 16418 89Y3 160830076| 5957
[7,8) [8,9) [9, 10) [10, 25]

raw | n° | bg Raw | 7% |bg raw | #° |bg |raw | =% |bg

8227|5030 | 3196/ 3969 | 2312| 1656 1909 108028 | 1843 966 | 876

8266| 5146 | 3120 3806 | 2185| 162Q 1927 1131795 | 1946| 1064 | 882

8280| 5054 | 3225 4020 | 2450| 1569 1945 112820 | 1827|946 | 880

8259| 5039 | 3219 3960 | 2379| 1581 182§ 999 828 177424 | 849

Based on the summary table 5.3, we can calculate spin asigsn@td then

statistical errors.
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5.3.3 Consistency check on pythia events

As explained above, we fix 1 andc to the values shown in table 5.2, and apply
them in the final fitting to extract the yields. It is impoittéo see if these values are in
good agreement with our simulated data or not. We applied thefgdometion given in
eqguation (40) to a pythia event sample, with 208k events and partofiiorpTL.1 to 15
GeV/c. We do not get very large€ yield from pythia events, but the statistics were
enough to check the fit consistency of the results. We fit thegpgtrent sample over the

invariant mass range [0.07, 0.4] GeV/c #drcandidates in the pT range [6, 25] GeV/c.
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Figure 5.32: Results of a fit to the pythia event sample with partonitlTL5] GeV/c.
The fit results for the pythia event sample are shown in figurerg.82the slope of
the exponential background and is very sensitive to the SMD fluntyao we do not
expect it to agree with the real dgta(u) denotes the centroid of th@ peak, angh,(c)
denotes the width of the peak. It is meaningful to check the congisiétite latter two

parameters with the values found in fits to the real data. Tduesparisons are plotted in
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figures 5.33 and 5.34, and the fit results on the real data and on the satiple show
very good agreement with each other. The peak centroids and widtptotied versus
pT bin, with the mean pT and statistical error shown for eagtt.daieach plot, the blue

point is from the pythia sample and the red points are from real data.

| pt dependence of peak width p4 |

B.03
* IR

0.025 as |

0.02

0.015

0.01

0.005

4 6 8 10 12 14
Tue Mar 25 15:26:43 2008 pT[Gev/c]

NPI\I\

Figure 5.33: Widtlo=p, comparison between the pythia sample and real data.
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Figure 5.34: Peak centrojd-p; comparison between the pythia sample and real data.
Note the greatly expanded vertical scale.
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5.3.4 A;; and statistical uncertainties calculation

We calculate the double spin asymm@inyaccording to equation (1.10) shown in

chapter 1, which we repeat below:

N++ + L++ N__ _ I‘++ N+_ + I‘++ N_+
1 L L L

O, —O

A =—"—"= * - = (1.10)
- P*PR :
O0,, T0, y b (NH + t++ N——j+(L++ N+_ + t++ N—+j

We extracted the normalized yields in the previous section, hendnly other
information needed for th&,; calculations are the yellow and blue beams polarization
data. The complete polarization data for the 41 fills we used isdevwn appendix B.
We selected the 347 runs from these 41 fills, and the averagezattarsP, andp,
from the yellow and blue beams respectively can be calculatedthe polarization file.
We simplify the double spin asymmetry calculation formula by esging it in terms of

the normalized yields as:

1 Npp+Nyn—Npn—Nnn
ALL = (53)
PyXPp Npp+NyN+Npn+NyN

Here we are using the finaP yield values shown in the middle column for each pT in
table 5.3 to calculatg,; for each pT bin. The average polarizations from appendix B are
P,~56% andP,~54% which gives’,xP,~0.30. We define the statistical uncertainties for
the realr® yield aso(real), for the background yield agbg), and ford,; aso(7°)

and calculate them in the following formulae:

1
X -
PyXPyp VSum of the real n0yield

o(real) = (5.4)

a(bg) = — -

X
PyXPp Vsum of the background n0yield

(5.5)
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o(n®) = \/o2(real) + o2(bg)

(5.6)

The results foA;; and the purely statistical uncertainties for each pT bin are

summarized in the following table 5.4.

Table 5.4: The summary of double spin asymmetries and statisticalferrtite seven pT bins.

pT bins (GeVic)| [4, 5) 5, 6) 6, 7) [7.8) | [8,9 | [9 10 [10,25)
AL -0.0377 | -0.00121| -0.0122| -0.0214 0.0197 -0.135 -0.102
o (1) 0.0227 | 0.0218 | 0.0272 | 0.0377 0.0540 0.0772  0.0777

5.3.5 Systematic errorsin thefitting procedure

We estimate systematic errors in the fitting process ée tvays: first, we use the

same fit function given in equation (5.2) while varying the fitttagge to estimate one

source of systematic error; second, we shift the parametgrsando (held fixed in the

spin-dependent fits) by twice their fitting error to gauge ifigng to an incorrect choice

of their values; and third, we use a different function for the dprackd shape to

estimate error.

Table 5.5: Three sets of fitting ranges used to estimate the firsesof systematic error.

pT bins (GeV/C)

[4,5)

[5. 6)

[6.7)

[7.8)

8, 9)

[9, 10)

[10, 25]

Range 1 (GeV)

[0.03,0.4]

[0.03,0.4]

[0.03,0.4]

[0.05,0.4]

[0.05,0.4]

[0.05,0.4]

[0.07,0.4]

Range 2 (GeV)

[0.04,0.4]

[0.04,0.4]

[0.04,0.4]

[0.04,0.4]

[0.04,0.4]

[0.04,0.4]

[0.06,0.4]

Range 3 (GeV)

[0.05,0.4]

[0.05,0.4]

[0.05,0.4]

[0.06,0.4]

[0.06,0.4]

[0.06,0.4]

[0.08,0.4]

We chose three fitting ranges for each pT bin for the saméofuntiequation (5.2).

The selection is shown in table 5.5. We basically shifted the starting clignatd MeV,



but kept the end channel fixed at 0.4 GeV in the invariant masstrap We then
extracted spin-dependenf yields from the three different fit ranges with the same
function. The extraction procedure is the same as we describections5.3.2. Then we
calculated the double spin asymmetry for each of the three rampes maximal
difference among the three asymmetries was used as thatmdegof this systematic

error for each pT bin. We assigned a systematic error, irsttending pT order from [4,

5) to [10, 25] GeV/c as: 0.00158, 0.00488, 0.00422, 0.00294, 0.0116, 0.0101 and 0.00763.

Table 5.6: The fit ranges and fixed parameters used to exfractd estimate the second
kind of systematic error.

pT  bins| [4,5) [5, 6) [6,7) [7,8) [8,9) [9, 10) [10, 25)
(GeV/c)
Fit range| [0.03,0.4] | [0.03,0.4]| [0.03,0.4] [0.05,04] 08, 0.4] | [0.05,0.4]| [0.07,0.4]
(GeV)
a 8.33 6.82 5.15 4.14 3.52 3.0 2.9
0 0.1308 0.1356 0.136 0.137 0.138 0.1375 0.1385
o 0.0208 0.2166 0.0231 0.025 0.027 0.027 0.029

To estimate the second type of systematic error, we usdt rdmeges and® peak
parameters shown in table 5.6. To be consistent, we used rargge foHit the spin-
dependent invariant mass spectra, and andc were fixed at values two sigma away
from what we used in table 5.2. We followed the same steps of section 5.3.2 to fd,spectr
extractr?® yields and calculate the double spin asymmetry. The absolutesvaf the
differences between thedg, and those from the final fit range above are defined as the
second kind of systematic error for each pT bin. The results0&@0174, 0.000056,
0.000028, 0.00052, 0.00002, 0.00008 and 0.0005 along the ascending order of the seven
pT bins.

For the third type of systematic error study, we used a noonplex function to

describe the background under tHepeak. We obtained slightly bettgrby using
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B 05X (—XE 2
f(x) = Ale—ax+; + A4, Xe 05X(a><(1+k><(x-#)))

(5.7)
We applied the function shown in equation (5.9), and followed the S@p® is section
5.3.2 to obtain spin-dependent spectra, extrégtields, and calculate the double spin
asymmetry. We still use fit range 1 for each of the pT bins. alis®lute values of the
differences between thedg, and those from the final fit range defined as the third kind
of systematic error. The results are: 0.000638, 0.0002751, 0.0006, 0.00059, 0.00024,
0.00065 and 0.0023 along the ascending order of the seven pT bins.

In summary, we denote the first kind of systematic error Iifting the fitting
ranges) as1(w?), the second kind of systematic error (from different fitting patans)

ass2(r?), and the third kind of systematic error (from using a diffefiéerftinction) as

s3(r?). The total systematic erre¢r®) is summarized below:

Table 5.7: Summary of systematic errors along pT bins for the double spin easymm

pT  bins| [4, 5) [5, 6) 6, 7) [7, 8) [8, 9) [9,10) | [10, 25]
(GeVIC)

s1(m®) | 0.00158 | 0.00488 0.00422 0.00294 0.0116 0.01p1 0.00763

s2(m®) | 0.000174| 0.000056 | 0.0000280.00052 | 0.00002| 0.00008 0.0005

s3(m®) | 0.000638 0.0002751 0.0006 0.00059, 0.00024 0.00065 0.0023

s(m®) |0.00239 | 0.00521 0.0048% 0.00405 0.0120 0.0108  0.0104

5.3.6 Thesingle spin asymmetries
It is useful to examine the single spin asymmefidsom both the yellow and blue

beams, to check for consistency of the normaliztgields. A is parity-violating, and
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therefore is expected to be close to zero. We calculatertte sipin asymmetries for the

yellow beam £, ) and the blue beana, (), and their statistical uncertainties with:

Npp+NpNy—Nnp—Npyn

EL y = (58)
Npp+NpN+Nnp+NyN

< _ Npp+Nyp—NpNy—Npnn (5 9)
LB ™ Npp+Nyp+Npn+Nyn

(ASL_Y)Z — (AEL_Y(TaW))Z + (WXAEL_Y(bg))Z + (AW X sL_Y(TaW)_sL_Y(bg))Z (510)

1-w 1-w (1-w)?

Agp, g(raw) XAgr, g(bg) g1, p(raw)—¢r, g(bg)
(Bey p)? = (T2 + ()7 + (Bw x i (5.10)

1

J/sumof total raw yield '

sum of background yield

Here w=

total raw yield ! AEL_Y(raW) = AEL_B(T'CIW) =

Jsumof background

1
— andAw =
Jsum of total background yield sumof raw

se0al6

0.05 p0 0.002939 + 0.003325

AEL_Y(bg) = A¢gp (bg) =

0.04
0.03 STAR 2006 Preliminary x°
0.02

o

0

-0.01
-0.02
-0.03
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Figure 5.35: The single spin asymmetry for the yellow beam along,pd the average value
and error.
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0.05 po0 0.001056 = 0.003325
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Figure 5.36: The single spin asymmetry for the blue beam along pT.

-0.05

N

The single spin asymmetry results calculated from the d&thlen5.3 are shown in
figures 5.35 and 5.36. Each asymmetry is plottedr\sins centered at the meanwith
statistical uncertainties. The constant fit param@geindicates that the single spin

asymmetries from both beams are consistent with zero.

5.3.7 The background asymmetry

We also studied the asymmetry of the background that lieatbetherr® peak as
another consistency check. We can take the background yields fronbtabded do
direct calculations using equations (5.3) and (5.5). This will give lbackground check.
But we also used a different approach to study the background asgymen side-band
analysis. The side-band analysis extracts the background yieldimmass windows:
one is from the low mass range of [0.04, 0.08] GeV, and the othemnistlfire high mass
range of [0.2, 0.4] GeV. We calculate two background asymmettjgsbgl and
A;;_bg?2, from the two side bands using equation (5.3) with the background yields, and

two uncertainties, 4, anda, g4, from equation (5.5). We then calculate a simple average

135



of the two side band results to get the final background asymmgiryg and its
uncertaintyoy,, using the following formulae:
ALL_bg = 05 X (ALL_bgl + ALL—ng) (512)

Ubg =0.5% (O-bgl + O'bgz) (513)

| p+B->n"X, ys=200Gev, 1.0=n<2.0 |

»x0.15
] [
= L
= = i
_I. | \opalssng PradictianiGREY) STAR 2006 Preliminary
<—' 01— JU.
— AlGl=-G
L A{Gy=sta
0.05— A{G}=0 U
— ——
0 | ———
L -
-0.05—
01—
- . I
oqsC— L . T
- 2 4 6 8 10 12
Tue Apr 8 12:37:50 2008 pT[Gev/c]

Figure 5.37: The background asymmetry from a side band analysis. The tG&$stical
predictions are also provided on the same plot purely for scale.mAatyras are described along
pT bins with statistical uncertainties.

The background asymmetry for this inclusive pion study in the EE}OrT is
calculated from the side-band analysis. The background asymnagtiesnsistent with

zero within the statistical uncertainties for eaglpgint.

5.3.8 Final A_ result

We have described our calculation of double spin asymmetry for ivecttfs
production in the EEMC. We also calculated the single spin asymsdtom both
yellow and blue beams for the 2006 data, and studied the background asyrname

check for consistency for the whole analysis. The calculation ofdouble spin
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asymmetry and the statistical uncertainty is given in@e®.3.4, while a discussion of
systematic errors is presented in section 5.3.5. Here weiwgllagbrief summary of the
double spin asymmetry study. We summarize the calculated vaduds; and both
uncertainties in table 5.8, and draw a plot to show these features in figure 5.38.

Table 5.8: Final summary of the inclusiw® double spin asymmetries and statistical and
systematic uncertainties along pT bins from the 2006 longitudinal data in the EEMC

pT bins (GeV/ic)| [4, 5) [5, 6) 6, 7) [7,8) | 8,9 | [9 10] [10,25)

A -0.0377 -0.00121| -0.0122 -0.0214 0.019¢  -0.135 -0.102

Stat. uncertainty| 0.0227 0.0218 0.0272 0.0377 0.0540 0.0772 0/0777

Sys. Error 0.00239 | 0.00521] 0.00485 0.00406.0120 | 0.0108| 0.0104

| p+p->n°X, Ys=200Gev, 1.0<n<2.0 |

0151
<
0.1 T \ogeissng PredictenGREY) STAR 2006 Preliminary n°
N AG=G
C AG-G
0.05— A{Gl=std
B A{GI=0
— ——
0
— ——
: ——
-0.05—
01—
E ——
-0.15— .
B 1 | 1 1 1 I 1 1 1 | 1 1 1 I 1 1 I 1 1
2 4 6 8 10 12
Mon Apr 7 15:19:26 2008 pT[Gev/c]

Figure 5.38: Double spin asymme#ty, with statistical error bars along pT bins. The
gray band denotes the systematic errors. The four model poediétom Vogelsang et al.
[40] are described in Chapter 1.
We show the A plot in figure 5.38. The four colorful curves are theoretical

predictions as described in plot. The black Aoints for each pbin are accompanied

with vertical statistical uncertainties and horizontakanges. From the plot we can see
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that the double spin asymmetries are closely related witthdwedtical prediction from

at least three caseSG=0,AG=-G andAG=std within statistical uncertainty bars. But we
are not sure about the other situation with lak@assumption. For this speciaG=+G

case, we can calculate theand make a statistical test, based on the calculated values
and theoretical predictions for each bin.

Table 5.9: A, theoretical prediction fohG=+G from GRSV [40].

pT bins (GeV/c)| [4, 5) 5, 6) 6, 7) [7.8) | [8,9 | [9 10 [10,25)

A 0.0226 0.0260 0.0281 0.0295 0.0303 0.0308 0.0314

Based on the non-parametric descriptive statistics method, euéatalthey® from

each pair of value between table 5.9 and 5.8 by the following equation:

X = 5ok (5.14)

whereQ; is the A, value from real data analyses for each pinis the expected value
from theory curve, and is the standard deviation for each point.

In this caseAG=+G), we calculate;>=17.77. The number of degree of freedom is 6.
The critical value withu=0.05 of chi-square is 7.814, and 17.77>7.814. This means the
two sets of data are significantly different at 95% confiddeeel. The critical value
with 0=0.01 of chi-square is 16.8, and 17.77>7.814. This means the two sets of data are
significantly different at 99% confidence level.

Based on the analyses, the results shown in figure 5.38 tell uletltiiuble spin

asymmetry A_ rules out largeAG, which is consistent with the STAR inclusive jet

results.
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Chapter 6

Conclusions

Measurements of the double spin asymmétryfor inclusiver® production in
longitudinally polarized pp collisions can provide important constraintthergluon’s
spin contributions to the proton. STAR is well designed to provide good iafamnfor
the study. We report here preliminary results of the longitudioable spin asymmetry
for inclusiverr®s in the STAR Endcap Electro-Magnetic Calorimeter (EEMC).

The EEMC provides full azimuthal coverage for 1.08 < 2.0 in the forward
region of STAR. We have developed tiefinder software to reconstruct neutral pions
in the EEMC accordingly. Details of the reconstruction are introduced in the software
chapter. Ther® finder software was tuned up using simulation studies, and provides
highly efficient reconstruction of neutral pions in the STAR endcap EMC.

We measured the double spin asymmétry based on the 2006 longitudinally
polarized pp data at STAR. 347 runs were selected. We reconstriisteging ther®
finder software on events triggered by the EEMC-HTTP-MB-L2gantrigger, because
this trigger is well designed and set up for the neutral pion dateati STAR. While
studyingr® reconstruction from real data, we find a substantial low massipaher®
invariant mass spectrum. This is due primarily to larger &hgected SMD fluctuations
in the SMD energy response. To account for this, we decided tatetktea® yields by
fitting the invariant mass spectrum with a simple function. Thetion is a simple
combination of an exponential function denoting the background and a skewesila@aus

function denoting ther® peak. We subtract the background yield from the raw peak
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region within the mass window [0.1, 0.18] GeV to get the réalield. Based on the
normalizedr? yields from four proton spin states, we can calculate spin asiiame
with statistical uncertainties for each of seven pT bins. We estimated systematic
errors based on our specific method of fitting. Three kinds of systeeneors have been
calculated, and no large false asymmetries are observed.

We show the first inclusive’ double spin asymmetry measurement in this pseudo-
rapidity range. Based on the analyses shown in Chapter 5, wdeatethdre are no
significant A difference between the data result and three theoretical fioadiith
assumptions oAG=0, AG=-G andAG=std, because uncertainty bars cross the three
curves which makes thg® negligible. But our experimental results differ from the
AG=+G prediction at 99% confidence level according to our analysswé have
discussed at in Chapter 1 and equation (1.8), the double spin asymmetng A
proportional to partonic polarization aag; °“ (3, £,4). Our A results rule out largaG
solutions and are consistent with theoretical equation (1.8) and figure 1.5.

But there are also problems still existing in the EEMC. The dcabgd SMD
response that causes large fluctuations during our analyseseigeee problem. This
influences not only the® study, but also the gamma-jet analysis even more. The edge
effect noticed in ther® reconstruction is due mainly to the trigger selection, but also
leaves room for possible improvement in #tfefinder algorithm. With a bit of work, we
might be able to reconstruef's from point pairs not only from the same sector, but also
from different sectors in the future.

This investigation of the double spin asymmainyfor inclusiverr® production in

the STAR EEMC from the 2006 longitudinal data has yielded a predipiresult. STAR
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is also planning for additional longitudinal pp data running in run9, with greatlyasexe
integrated luminosity. We hopefully will get better statisteontinue our study of the

inclusiver® double spin asymmetry at forward rapidity.
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Appendix A

Run Selection

We select 347 run6 (2006) longitudinal runs from these 41 fills: 7847, 7850, 7851,
7852, 7853, 7855, 7856, 7858, 7863, 7864, 7865, 7871, 7872, 7883, 7886, 7887, 7889,
7890, 7891, 7892, 7893, 7896, 7898, 7901, 7908, 7909, 7911, 7913, 7915, 7916, 7918,
7921, 7922, 7926, 7944, 7946, 7949, 7951, 7952, 7954, and 7957. Runs are:

7132001 7132005 7132006 7132007 7132008 7132009 7132010 7132018 7132023
7132025 7132026 7132027 7132028 7132057 7132059 7132061 7132062 7132066
7132068 7132071 7132072 7133004 7133008 7133011 7133012 7133016 7133018
7133019 7133022 7133025 7133026 7133035 7133036 7133037 7133039 7133041
7133043 7133044 7133045 7133046 7133047 7133049 7133050 7133052 7133054
7133064 7133065 7133066 7133068 7134001 7134005 7134006 7134007 7134008
7134009 7134010 7134013 7134014 7134015 7134016 7134026 7134027 7134028
7134030 7134043 7134046 7134047 7134048 7134049 7134052 7134055 7134056
7134057 7134065 7134066 7134067 7134068 7134069 7134072 7134073 7134074
7134075 7134076 7135003 7135004 7135005 7135016 7135018 7135019 7135022
7135023 7135024 7135025 7135028 7136017 7136022 7136023 7136024 7136027
7136031 7136033 7136034 7136035 7136039 7136040 7136041 7136042 7136045
7136073 7136075 7136076 7136079 7136080 7136084 7137012 7137013 7137035
7137036 7138001 7138002 7138003 7138004 7138008 7138009 7138010 7138011
7138012 7138017 7138029 7138032 7138034 7138043 7139018 7139019 7139025

7139031 7139032 7139033 7139034 7139035 7139036 7139037 7139040 7139043
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Appendix B

Beam polarization

fill yellow blue

7847 0.4929 0.5083
7850 0.5708 0.5479
7851 0.5583 0.5917
7852 0.5557 0.5715
7853 0.5921 0.5544
7855 0.5783 0.6194
7856 0.5832 0.5806
7863 0.5890 0.6130
7864 0.5894 0.6211
7865 0.5687 0.5200
7871 0.6159 0.6260
7872 0.6248 0.5575
7883 0.5704 0.5497
7886 0.5801 0.5163
7887 0.6258 0.6014
7889 0.5639 0.6076
7890 0.6154 0.5699
7891 0.5864 0.6030

7892 0.6273 0.5958
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7893 0.6233 0.6213

7896 0.6059 0.5847

7898 0.5686 0.5779

7901 0.5897 0.6184

7908 0.6011 0.5077

7909 0.5980 0.5300

7911 0.6101 0.5184

7913 0.6052 0.6044

7915 0.6081 0.5644

7916 0.6135 0.4892

7918 0.5825 0.5480

7921 0.5640 0.5779

7922 0.5755 0.5631

7926 0.5882 0.5777

7944 0.5565 0.5522

7946 0.6185 0.5323

7949 0.5488 0.4963

7951 0.5945 0.5509

7952 0.5603 0.5183

7954 0.5814 0.4989

7957 0.5997 0.5202
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Appendix C

r® Softwar e Development Details

C.0 ir° decay in the endcap

Before we show people how we develop the software to reconstrued peurts in
the EEMC region of STAR, we would like to present an overview? ofecay kinematics
in the endcap region.

A neutral pion meson will generally decay into two photons. The twomhbead
into the endcap and deposit energies, which provides us shower pirofites endcap.
Different neutral pions with different energies and transversmentum will result in
different shower profiles. The energy of the photon pair will be malaposited in the
EEMC towers. The opening anglg, between the photon pair is determined from
collected SMD information. Most decays from neutral pions are mot&fric. It is also
important to know the energy sharing, Hetween the photon pair. The SMD provides
information for not only the opening angle, but also the relativeggrartwo showers.
So the idea is to collect information from SMD first, then recostpoints and pion
candidates. Once we get the energies of the two SMD shongrower showers, we
calculate each point candidate’s energy based on tower eneitgiesharing with the
SMD showers in a 3x3 tower patch. Then we decide the enkaging Z, by equation

(C.8) and invariant mass of the neutral pion by equation (C.9).
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Our software has been developed accordingly upon the above kinematss, pl

refer to the following sections for details.

C.1 t® finder softwareintroduction

We have made much effort in developing the analysis softwguee® to do the
inclusive 7° measurement in the EEMC since 2005. Our software package was
developed upon the framework of Jason Webb, whose codes were stored into STAR CVS
[95]. The importance of measuring the double spin asymmetry frompighclusiver®
production in longitudinal pp collisions has been explained in chapter dchieve that
goal, the reconstruction, efficient detection, and analysisthef high transverse
momentum neutral pions in the EEMC is critical. This softwactudes four generic
parts: the A2E-Maker, the Cluster-Maker, the Point-Maker andPiba-Maker (PiO-
Mixer).

The A2E-Maker is basically a connector between the digitized stiated in the
RCF system and the last three makers. This maker trangiatesDC values from the
MuDst data files into energies with the unit of GeV. Peoplealao rescale the energy
into MeV if necessary. During this translation, pedestal suiraend gain corrections
for each channel are applied to make the data more useful. Imakesr, most of the
fundamental energy information in the EEMC are defined and sawdifferent types of
classes and vectors to be utilized in the later analysis.

Based on the specific EEMC structure of towers, pre-shower,hmséisand SMD

detectors, a special Cluster-Maker has been developed. ledbestruction of neutral
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pions in the EEMC, the nature of EM shower of the EEMC dictét@iswie can obtain

transverse shower information in almost all layers of the EEME nlot necessary to use
all the deposition information all the time for the analysis. Moshefshowers of interest
are distributed in small regions within adjacent towers, pre-shtayers, post-shower
layers and SMD strips. So the Cluster-Maker has been developeddiacerclusters of

EEMC towers, pre-shower and post-shower layers, and SMD strips.isTBspecially

important for the SMD clusters, because we use the SMD pogifiomiation to locate

photon pairs provided in neutral pion decay.

We reconstruct photon point candidates from the SMD clusters found in the
preceding. 98.8% of the neutral pions will decay into two photons [92ledanstruct a
%, we have to find all possible photon points from the EEMC first. A pzintlidate is
defined as the overlap of two SMD clusters, one from the U plane and anothdndrdm
plane, with the intersection underneath an active tower. We useMbBechisters to
achieve position information for the photons. The energy of the photon iseaibtay
summing over a 3x3 tower patch centered on the active towen@as the active tower
is not at the edge of the EEMC. A set of criteria is usegualify point candidates, and
we will discuss details later.

All qualified points are used in the Pion-Maker to reconstriciandidates. To
reconstruct a®, we need to know the total energy, the energy sharing ratio aévthe
photons, and the opening angle between the two photons. In this classhasme
information about the reconstructes such as pT, energy, invariant mass, spin
dependent yields, and so on, are saved into histograms and tréeghier analyses,

such as for efficiency studies and double spin asymmetry calculations.
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C.2 The A2E-M aker

The A2E-Maker is a class designed according to the EEMQGustu@here is an
important difference in the definition of ‘tower’ in the code. Weirtdeffour layers of
towers in the code because of the geometry of the EEMC. The medhtoer
corresponds to layer O of the programming ‘tower’; the pre-shoWedetector
corresponds to layer 1 of the ‘tower’; the pre-shower 2 deteotoesponds to layer 2 of
the ‘tower’; and the post-shower corresponds to layer 3 of the ‘to8erthere are 720
tower indices for each layer of towers. Based on the geomethedtEMC, concepts
like sector, subsector, etabin and phibin are also introduced in theproSo we have
12 sectors with a range of [0,11], 5 subsectors in each sector whideroted by ‘A’,
‘B’, ‘C’, ‘D’ and ‘E’, 12 etabins in each subsector with a rarajd0,11] from inner ring
(n=2) to outer ring1{~1.1), and 60 phibins from [0, 59]. The phibin is calculatd from the
sector and subsector information: phibin=5xindex of sector + indexbsestor. For the
two SMD planes, the U plane is denoted by 0 and the V plane is déayoled’he SMD
is also sector dependent. For each SMD plane, it is also dédnmteavhich sector. And
for each plane from a certain sector, there are 288 striphasthe index is numbered
from [0, 287]. The layer parameter is also applied to the two SMDes, with 4
denoting U plane and 5 denoting V plane for consistency in the algorithm.

We process the ADC values for each channel described in the @vageaph of
the EEMC geometry, use information stored in the STAR databagajesvelop them in

several stages: raw ADC information, pedestal-subtracted AbdCiransformed energy

149



information after gain correction. The energy informatiomeéntutilized in the following
analyses, and is ued to calculate the transverse energy and mondntumation. The

technical details of how the framework was set up are presented in thimsecti

C.2.1 Basic classes

Before building up the main A2E-Maker, three basic classesetug to facilitate
the software development. They are the element class, tower classjmolhss.

The element class is produced to provide the basic functionalEfMC detectors.
It is used to save the raw ADC, pedestal-subtracted ADC, angyené&srmation. It also
provides the status bits information (stat or fail) for eacimebkin general. There is also
a pointer to represent the hit information from the database.

The tower class inherits the element class with specificatting to save all the
information from the four layers of towers in the EEMC altjon. For example, tower
index, layer, sector, subsector, phibin, etabin, raw ADC, pedestal-gabtra®C,
neighboring towers, energy, status bits, and transverse energyatitorrare all stored,;
furthermore, it provides a type vector definition of the EEMC towethat we can use
this type of vector in future analysis if necessary.

Just like the tower class, the strip class inherits fromehgeat class. But it is used
for the SMD. It provides the SMD sector, plane and index informaticisdt defines a
vector type of the SMD strip, which is further used in the Clugigker and plays an

important role.
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C.2.2 Themain maker

All the information from all layers of towers and all SMDpstifrom all sectors are
cleared and initialized at the beginning to avoid storage and ngdeaixage problems. A
switch is set up to allow us to analyze MuDst data (switabr HtEvent data (switch 2)
from the STAR database. In the neutral pion analysis, we alwayswich 1 to analyze
MuDst data.

Once we access the data, we collect the hit information arbendhble EEMC.
We loop over all hits one by one to grab information. For the towerdawe can get the
raw ADC, sector, subsector, and etabin information directly acaptadirhits. For the
SMD, we can get the raw ADC, strip, and sector information doggto hits and planes.
Two main and similar functions, addTowerHit and addSmdHit, are theogedeto do
the more complicated job of converting from ADC to energy.

The addTowerHit function was developed to facilitate towers asahe first
make sure that the information of sector, subsector, etabin andrayeevery hit is in
the correct region of the EEMC, as described earlier. The tower index is theddes:

index=60xsec+12xsubsector+etabin (c.1)
and we make sure the index is within 720 for each layer of towasedBon the sector,
subsector, etabin and layer information, and ignoring dead towersanveetrieve the
pedestal and gain information for that tower from the STARbd&® The pedestal and
gain information have already been inserted in the database forasoosage. To avoid
small fluctuations in the pedestal, all ADC values are requteedexceed their

corresponding pedestal values by (@=pedestal width). After that, the raw ADC and
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pedestal-subtracted ADC are both saved for this tower. After makimegthat the gain is

positive, we calculate the energy as:

energy = (adc - ped + 0.5) / gain (c.2)
The energy is then saved as this tower’s energy for fuathaysis. One can also rescale
the energy by a certain factor before saving it. The default value for tbe ifad.

The next step in the main maker is to calculate the trapsseesgy of this tower.
We locate the center of this tower using the sector, subsectatabin information, and
define a three-vector based on the EEMC geometry from the oénbter STAR detector.
After normalization of the three-vector to unity, the normalizedtor is multiplied by
the tower energy. The transverse component is then saved as this toareverse
energy. This tower is then identified as a hit tower, and the giesglded to the layer’s
energy. By looping over all hits at all layers of towers, ae translate all ADC values
passing the @ pedestal cut to the tower’s energies, and save all the infomuasscribed
above.

The addSmdHit function was developed using the same logic as the addifowe
function, but with a different detector structure to facilitdte EMD study. Dead strips
are thrown away, and raw ADC values less thamaBove the corresponding pedestal
values are disqualified. Those surviving strips are recorded aspBitand the energy
calculation is performed using the same formula (c.2) as for towers.

The addTowerHit function is also used to collect the information fr@shower
and post-shower detectors. As discussed above, these are consistedéterent layers

of ‘towers’ in the algorithm. But in later discussions, we will use the detaatoes “pre-
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/post-shower”, or “towers” to be consistent with the mechamieaign, for convenience

of communication and to make the physics interpretation clearer.

C.3 TheCluster-Maker

This class inherits the geometry definition, utilizes the enangyenergy-related
information stored in the A2E-Maker, and produces clusters of the(EEMers, pre-
shower and post-shower, and SMD strips.

If arr® meson produced in a pp collision heads toward the EEMC, it will datay
two photons about 99% of the time. Ideally, the two photons will producehoweess in
the EEMC, and this means we can measure two tower clustemseayy collections, and
typically four SMD clusters (two from each plane) to find thetpss of the photon pair.
But in the real world, it is not so simple to reconstruct tower and SMD clustensskenfa
the complexity of the energy distributions. To reconstruct towsestaers, we basically
start searching from seed towers which pass a cut threshold in ottkscehding energy,
construct and loop over a maximum of eight adjacent towers aroundl &oses, then
conclude one tower cluster. To reconstruct a SMD cluster from either plafepvaver
all the 288 strips in the plane first, and find those seed stripywhgs the threshold cut.
Starting from the most energetic one through descending order aithigsent strips on
each side are added to the seed strip to form a SMD clusgestiip is already used to
form a SMD cluster, it is deleted from the seed pool, whictamaethe minimum
separation between two SMD clusters in the same plane issfops. This is very

important to keep in mind in some of the following discussions.
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The SMD cluster reconstruction is critical in our neutral piolysisa because we
use the SMD cluster information to decide the positions and eneagyng of the photon
pair, which are both directly used in the invariant mass calculefitme neutral pion. A

great amount of time and thought has been put into developing this part of the analysis.

C.3.1 Basic classes

Two basic classes, the tower cluster class and the SMierdatiass, are developed
before we go into the main maker.

The tower cluster class describes clusters of the EEMCstguvershower and post-
showers elements. Some fundamental features are described alaisissuch as the
energy, seedEnergy and numberOfTowers of the tower class. Whestotver seeds by
energy, and reconstruct tower clusters from the most energesc longhis basic class,
we do not confine the size of a tower class in general. Foretieah pion analysis, the
maximum size is nine with one seed plus eight neighbors. But snesetve do not have
eight neighboring towers, or some neighboring towers are dead avénast we can
have fewer towers. If you want to know the size of a towessclggou can call the
function numberOfTowers to get the information. The energy of a tahester is
defined as the sum of the energies for all towers in the cldstmique parameter key is
applied to a tower cluster, which can be used as the unique idemtifio&the cluster. In
our algorithm, the seedEnergy is defined as the energy ofirftetower during the
reconstruction of this cluster. A special function ‘add’ was developetthis class to
realize and summarize the following information: EEMC toweith the type definition

of the tower class in the A2E-Maker, weights of towers, and &rtaigy of the tower
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cluster. The default weight value for each tower is set toidallff, a vector type
definition of StEEmcClusterVec_t is provided for later analyses in gogitim.

The SMD cluster class describes the cluster of SMD sfitps class contains more
information than the tower-cluster one, because it is very impdrtaour analysis. The
basic features in this class include energy, cluster mean, nOfibps, unique key, and
sigma (width) of the SMD cluster. We sort all SMD see@sthy energy, and start from
the most energetic one to reconstruct SMD clusters. The sgeésadded into a SMD
cluster at first, and is denoted with index O in the strip vectoenTwe add three more
strips from each side of the seed to the cluster, and denote tloem 1frto 6
correspondingly. When a SMD cluster is generated, a unique key nisrdssigned to
this cluster as identification for further usage. The siz&2 ®MD cluster is defined as the
number of strips in the cluster. A special ‘add’ function is als@ldg@ed in this class to
realize and summarize the following information: SMD stripslite type definition of
the strip class in the A2E-Maker, weights of SMD strips, tet&rgy of the SMD cluster,
the mean value of the cluster, and the standard deviation sigrha siripp distribution.
The default weight value for each strip is set to 1. The SMI[P information of the
cluster is stored and can be called back when necessary indoalyses. The energy of
the SMD cluster is the sum of all strip energies in thister. To calculate the mean, we

use this formula:

Etot

Mean = (c.3)

wherei denotes the number of strifggdenotes the strip indek is the energy of thih

strip; andEtot is the total energy of the cluster. Note that 0.5 is added tsttipeindex
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term to allow float values in the formula and approach the mafddestrip. Furthermore,

we calculate the standard deviation of the cluster distribution by the foidarmulae:

Y1 [(Si+0.5)2xE;

Sigma = \/ — Mean? (c.4)

Etot

Here we use the square root of the mean of the square, minus the gt mean, to
calculate the standard deviation.

Four special features: ‘inner’, ‘outer’, ‘Energy’, and ‘Key’ atgo set in the SMD
cluster code for sorting purposes. They are all bool logic typam@meters. When we
sort the SMD cluster pool, if the mean value defined from éidainfc.3) of cluster one is
smaller than the mean value of cluster two from the same,pianer’ is set to be true,
which means cluster one is at the inner side; otherwise, fhlbe mean value defined
from formula (c.3) of cluster one is larger than the mean vafiuiduster two from the
same plane, ‘outer’ is set to be true, which means cluster oat tise outer side;
otherwise, false. If the energy of cluster one is larger tharenergy of cluster two from
the same plane, ‘Energy’ is set to be true, which means wehsort by descending
energy order; otherwise, false. If the key value of cluster one is siietethe key value
of cluster two from the same plane, ‘Key’ is set to be truechvhieans we sort them by
ascending unique key order; otherwise, false.

Just as for tower clusters, the type definition of vector StEBmClusterVec t is

also provided in the SMD cluster code for future analyses.

C.3.2 Themain maker
To set up the maker, all the information from all layers of ®wee-shower, post-

shower, and SMD planes are cleared and initialized. The maximigmsen for a SMD
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cluster is set to 3 by default and is applied in all our anglygbEh means we add
exactly three more strips from both sides around a SMD seedatiorm a cluster. A
minimum size request for SMD clusters is also set to 3. Irivlee part of this main
class, two important functions are developed to realize theajaalr Cluster-Maker.
One is the buildTowerClusters, another is the buildSmdClusters.

The buildTowerClusters function is developed to reconstruct thdafgens of the
tower (including pre-/post-shower) clusters. We first loop olerfour layers of towers
and initialize the weight values for each incoming event. Heel shreshold values for
towers, pre-shower and post-shower are set to 0.8, 0.001, 0.001 GeVivekpbeased
on simulation results. To find all possible seed towers whicheelxt®e threshold, we
sort all towers in each layer by energy in descending ofides.first tower which is
below the threshold will be marked as ‘last’. We use this ‘kastier as our flag in the
tower cluster iteration procedure. If a tower’'s energy iselatgan the ‘last’ one, its
neighbor towers will be weighted by the seed tower energy, asd tieeghboring towers
can not be used as seed towers anymore. Only those towers beftastthewer and
without weights are pushed into the tower seed pool. We then stadawstruct tower
clusters from this pool. Once we find a seed tower, we add theasdbé first tower in
the cluster. Because the neighboring towers could be counted more thaneo(teat is,
in more than one cluster), we do energy sharing before adding thgbbareig towers
into the tower cluster. Here we can see it is important ighv@eighboring towers by
the seed energy every time. We rescale the energy in ieggieboring towers by the
fraction between the seed energy and the weight. After nregclle energy of these

neighboring towers, we can now add them into the same tower clast@ique tower

157



key will be assigned to this new tower cluster. And the toweterlus then stored in a
tower cluster pool for further usage. By iterating all seecetevirom the seed pool, we
can find all tower clusters from all layers.

The second function, buildSmdClusters, is the most important part imeotral
pion reconstruction because it is used to define the SMD clustech give the core
information for later makers. We reconstruct SMD clustersosdxy sector, plane by
plane. First, we recall all the hit strips from the stripteeof the A2E-Maker and sort
them by energy, so that these strips are ordered by desgeamirgy. The next step is to
find all possible seed strips from these hit strips. To quabfa seed, a SMD strip has to
pass the following requirements: First, the strip index mustitlermthe range [3,283].
We do not allow a strip at the very edge of the SMD plane tosee@ Second, this strip
has to be a good strip. Dead strips, as identified by statusreitdisgualified. Third, the
energy of the strip should be larger than the threshold value of 1.5 Me¥/threshold
cut is at about the MIP value (1.4 MeV, according to simulation stiiy) this value
can be changed to 2 or 3 MeV easily if desired. Fourth, thgeoéthe strip from every
seed, except the first one, is also required to pass a sfilmél setting designed from
the SMD structure. The floor setting is set to O for the §iegtd. The special floor setting

is shown below in figure 3.1.
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Figure c.1: The floor settings of SMD to find seed strips.

The floor setting basically suppresses the appearance of a seedndround an
existing seed. For simulation studies, we used the distribution ojieseshown in the
left plot on figure c.1 as the general floor shape for aliose®f the EEMC. For analysis
of real data, we used the left plot for the first (front) SpIBne and the right plot for the
second (behind) SMD plane in all sectors. The reason we chosewmliféettings in the
real data analysis will be explained in ore detail in Chiaté&or now, we will describe
the general “floor” algorithm. In figure c.1, channel 0 means weahave found a seed
there; and the floor value within two strips from this seed isostite energy of the seed.
For strips that are three or four strips away from this sbed|oor value is set to 20% or
40% (simulation of data) of the seed energy. Strips that are &ift® away from this
seed have a floor value set to 10% or 20% (simulation of datag cfettd energy. And

for strips 11-20 strips away from this seed, the floor value isteed% or 10%
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(simulation of data) of the seed energy. By summarizing thed thimd fourth
requirements, we can get the energy requirement for a strip to qualifyed a se

Energy of seed < (mSeedFloor*floor[ index | + mSeedEnergy[plane])  (c.5)

where mSeedFloor is a parameter defaulted at 1, and floor[insléke floor value,

initially set at 0,but set up according to figure c.1 after findihg first seed.

mSeedEnergy is the 1.5 MeV threshold cut above. After the stsipepaall the above
four requirements, it will be pushed into the SMD seed pool. We caallgpossible

SMD seeds by this method.

Now we iterate all seeds from the pool, and start from the enesgetic one to
reconstruct our SMD clusters. Starting from a seed, this stlipevadded into a SMD
cluster at first. Then the adjacent three strips, if not deawh froth sides from the same
plane in the same sector will be also added to the same clitigrese seven strips are
then marked, and if other seeds are found among these markedstypsarinot be used
as seeds to reconstruct SMD clusters anymore. But thegtdhbe used as part of a
cluster for another nearby seed. This creates a problem of ovengpstrip energies
during the reconstruction of SMD clusters. We will fix the problater. If strips from
the adjacent six are dead or failed, their energies wikdieto be zero. A minimum
requirement of three active strips is required to save the 8M8&er. This code is
designed in a flexible way so that users can reset the rchisgefrom seven to any other
number they want by changing the maximum-extension parametertlire on both
sides to other values. There is also another option ‘Suppress’, t@ssippore strips on
both sides of a seed to avoid another seed found in the suppressedTiegioninimum

number of active strips can also be reset to other values, iLgezyfeel it is necessary
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for their analysis. Before we fix the above overcounting-strgblem (see below), these

SMD clusters are stored in a temporary SMD cluster type of vector.

Strip Energy strip Energy| | Cluster Energy | Cluster Energy
_ _ _ - Entries 18 . . . - Entries 14
0.045F S —— — - 0.045F : : - :
r Mean 55.56 C Mean 55.53
004:_ ................ ................... J I ....... RMS 3437 004: RMS 3,066
0035 ................... O I 0.035F
0_03:_ ................ ................... J I __ 0.03:
0_025: ............... ............. 0_025:
0.02f 0.02F
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0.01F [T R RS B 0.01F : :
0_005:_ ................ .............. [ - 'U.ODS:_ ................ ............. |- J-—
F |l | | 1 ’—17| | 111 | 111 1 | I | I F 1111 | 1 ’—17| | 111 | 111 1 L1 11 I
%s 50 55 &0 &5 70 %s 50 55 &0 &5 70

Figure c.2: Double-counted strip example from simulation sample with flagyener
[5,60]GeV and flat EEMC distribution.

Figure c.2 shows an example of the double-counted strip problem. TThotieh
figure c.2 shows the raw SMD strip energy deposition information &oravent from a
simulation sample with a flat energy of [5,60] GeV and flat EEMstribution. The x-
axis denotes the strip index, and the y-axis denotes the engrgsitdn in GeV. Two
SMD clusters are found based on the left plot. We then recongteuehergy deposition
information from these two SMD clusters, as shown in the rightgpldigure c.2. As we
can see, strip channel 58 is counted twice, so that it produces a thenpwe consider
the two clusters. Figure c.2 gives only a simple example, andawdirad many more
serious problems, when all three strips in region Il are counied.t direct result from
this problem is that we would measure a smaller opening angkedrethe photon pair,

and energy sharing between the photons becomes confusing and inaccurate.

161



To fix this problem, we divide the SMD in the right plot on figureint@ three
regions: |, Il and Ill, based on the two seed strips. We sum ayes st regions |, II, 11l
and get the total energy EI, Ell and Elll in each region. ¥/assign energy values to

those overlapped strips in region Il according to these formulae:

E1=EIl x —= (c.6)
EI+EIII

E2 = EIl x =L (c.7)
EI+EIII

Note thatEll is flexible here; it means the energy of the double counted stripgion II.
If there is only one overlapped strip, it is easy to treathére are more than one
overlapped strips, we treat them one by one.

The result of this improvement in cluster definition is shown urdig.3. Based on
the Monte-Carlo sample with flat energy and flat EEMC dstions mentioned
previously, we show the invariant mass spectrum comparison in fay8rerhe blue
curve shows the invariant mass without fixing the over-counting probigte the red
curve represents the spectrum after fixing the problem. Weesmafranm figure c.3 that
the peak width is sharper after this improvement, changeingdigma=0.035 to 0.031.
The peak position is closer to the theoretical value of 0.135 GeV, altlweglse a
correction factor of 1.3 (more details later) here. We pointtlzege two benefits here,
because we have also achieved smaller peak widths and morepstablpositions as a

function of transverse momentum in the real data analysis.
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Figure c.3: the invariant mass spectrum comparison when fixing the double-cotpted st
problem from a MC sample with flat energy [5,60]Gev and flat EEMC distribution.
After the overlapped strips are divided into two new stripggsreach new strip
will be added into its original cluster. In the ‘add’ function, thmergy of each new
cluster is re-calculated, and so is the mean value and statelaation sigma. We now

assign a unique key to the SMD cluster, and go to the final stsfote them in the

storage SMD cluster vector for later maker usage.

C.4 The Point-M aker

The EEMC Point-Maker produces photon point candidates from SMD claatkrs
related tower clusters. SMD clusters are used to deterrhmepasition and energy

sharing of points, and related tower clusters are used to detdimiadsolute energy of

points.
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The SMD clusters are inherited from the EEMC Cluster-Maéscribed previously.
Because the SMD U plane and V plane are orthogonally orientedcident photon is
typically going to give an intersection between the two planesheé Point-Maker, a
point is defined as the coincidence of two SMD clusters from U anglavies
individually, underneath an active tower. We first find all posgilgimt candidates from
the SMD clusters, and then determine the energy of each poit basewer energy
information.

We reconstruct points sector by sector. Starting from theséicsor, we loop over
all SMD cluster for the two planes, from inner to outer radiugjedmed in the SMD
cluster class, to build all U-V SMD cluster combinations assetiaith an active tower.
If an isolated U-V pair with an active tower is found, thig pall be identified as a point.
An isolated U-V pair means both clusters have only one irtgosewith the other plane.
We sort all combination pairs by the relative energy ratiwéen the U and V planes. If
we find that two or more clusters from one plane are sharisigghe cluster from the
other plane, we use a splitting algorithm to split the singleteriuenergy, and do the
energy matching with the two or more clusters. In this casel eventually choose the
points with the best energy matching to the point pool. In a thgd, ¢ino isolated pair
or splitting pair are found, we form multiple combination pairs wlitt same clusters.
We then sort them by the relative energy ratio, and choose this poih the best energy
matching between the U and V clusters. No matter which casensdered, after we
push an identified point into our point pool, we remove the SMD clusti&ated to that

point from the cluster pool, and loop over all remaining SMD clustgasn to find the
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next point. After all points in the sector are identified, weéayoext sector, and continue,
until we find all points in the EEMC.

After all points are pushed into the point pool, we determine the eakrpch
point based on the SMD cluster energy and related towers endfgiesach point, we
find which tower it is under. This tower is called tower O fos thoint. Tower O, plus a
maximum of eight neighboring towers, provides information to give enertjye point.
If the tower patch contains only one point, the energy of the pojastighe sum of the
energies of all towers in this patch. If the tower patch contains several goengsiergies
of these points are then shared from the sum, according to the Sitilesrfeom these
points. If several towers in this tower patch are shared by pthiats, this point will
share the energy of these overlapped towers with other points agceodihe SMD

energy ratios.

C.4.1 Basic classes

To reconstruct points from the SMD cluster and tower informatiotessribed
above, we need the fundamental information from basic classes ofEtM€ Eower
cluster and EEMC Smd Cluster. These two classes have beeibel#sorthe Cluster-
Maker section. A new basic class, the EEMC point class, idajmabefore we can use
the main Point-Maker.

The EEMC point class describes the EEMC points reconstructedttioi@MD
cluster and tower information. Some fundamental features of pmtdescribed in this
class, such as their position, energy, tower, SMD cluster, numbelat¥es which share

tower energy, and sector. A kind of type definition about the EEMGt peictor is also
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provided for further analyses. The position of a point in the codeéhsea-vector. The
energy of a point will be saved in GeV as a fundamental eleffewers will be added
to a point with specific weight (default=1). The tower above theD3Mint is called

tower 0, and the neighboring towers are denoted from 1 to a maxim@mmeplending on
where a point is in the EEMC. For each point, it has two SMD chidtee U cluster and
V cluster. For further usage, we define cluster 0 as U and cldstas V.

‘numberOfRelatives’ denotes the number of other points which shatewlee energy
with this point. The sector information for a point is also saved.

A special boolean function ‘chiSquare’ is also defined in the EEMQ plass.
When we sort all combination pairs to find possible points, we sort byetine relative
energy ratio between the two SMD clusters in the pair. ‘chiSyisavsed to realize this
function. Suppose we compare two points pl and p2. pl is associatddevithusters
ul and vl, and p2 has two clusters u2 and v2. The energy values aresELlBUE and

Ev2, respectively. Each point is assigned a ‘chiSquare’ by the followinglatidm:

chiSquare 1 = |Z$;ZE (c.8)
chiSquare 2 = |% (c.9)

If chiSquare 1 < chiSquare 2, the function ‘chiSquare’ will retura. tithis means point
1 has better energy matching between the U and V plane cltistergooint 2. This
criterion is assigned in the Point-Maker when we try to buildoafisible points. For
multiple points, the code will sort them by the ‘chiSquare’ to detheir array order.
Points with better energy matching will be taken for furtheega checks to reach the

final point pool. Note that the ‘chiSquare’ function is comparing thaive energy ratio
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calculated between the two SMD clusters from the same puwsitead of the energy ratio

from two points.

C.4.2 Themain maker

The class is initialized and cleared before an event confiesanalysis. An active
tower is defined as a tower with positive energy. A tower bmesdefault value is set to
zero. Users can change this parameter easily; the enerdg im set to 0 so that we
determine the energy of points according to the towers energy in pooptr the SMD
energies.

To allow this maker to work most efficiently, we find all possimbints sector by
sector. Starting from the SMD clusters of the U and V planesdon sector made by the
Cluster-Maker, we sort these SMD clusters from inner to gatkus. Then the first step
is to build the SMD points. All pairs of U and V clusters in eaector with an
intersection that is underneath an active tower are built agshsetep SMD points, and
are stored in a list with sector dependence. The function ‘buildSmdPoints’ ispled¢d
realize the work. Then the algorithm will find points one by aesmg another special
function ‘findPoints’. Every time the findPoints function finds a pomd atores it into a
point pool, we will remove the SMD clusters related to that point, taed call the
buildSmdPoints function to rebuild all combination pairs again and taHmadext point.
When we have finished finding all points and have stored them in the gaint pool,
point energies are initially set to be the energy depositedeirSMD clusters (U+V).
Based on simulation studies, we apply a sampling factor of 796M&r plane to these

SMD points, and overwrite these energies. Then we calculatendleehergy of these
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photon points according to the SMD cluster energies and related tneegies. A
special function ‘shareEnergySmd’ is designed to realize thik.Wh'e describe the
details of codes for these functions ‘buildSmdPoints’, ‘findPoints’, ahdreEnergySmd’
in the following paragraphs.

The buildSmdPoints function builds all combination pairs if we assigirae
variables: the EEMC sector, Smd clusters U vector and V vecterlodp over all U
SMD clusters at the first chain and loop over all V SMD clgstathin the first looping.
The intersection of a pair of U and V clusters can be obtained byikgdhe mean
values of the U and V clusters and the sector from the SMD gfepmif the intersection
is not within the EEMC geometry, we skip this U-V pair. If theersection is within the
EEMC and underneath a tower, we check the sector information of the towerftd see i
consistent with the SMD clusters sector or not. Only towersphed the check go to the
next step. We then check the energy of the tower, and if the asdagger than zero, we
call it an active tower and identify this U-V pair as a goonhlgination pair. During this
procedure, we also set up a framework to compare the energyimgabetween the U
and V clusters. Users can set the match threshold as theyowaimt this analysis we did
not use this framework. If a good pair is identified, we save dhewiing information
from this pair: the U and V clusters information separatélg, énergy of this pair (U
energy + V energy), the tower information of this pair, and theetheetor of the point
position information. Finally, the pair will be pushed into a listhef EMD-only points.
We find our final points from lists of the SMD-only points one by one.

The findPoints function is designed to find all qualified point candidieates the

above lists of SMD-only points and return them as ‘points’. This fumggguires four
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variables: sector, U cluster, V cluster and points. The firsetare used in the function
for analysis, and the last variable is used to return resulEsmporary vector is created
to store point candidates. We sort all U clusters and V cluBtars the closest to the
beam to the furthest according to the ‘inner’ setting discusseewunops sections. Then
we call the above function buildSmdPoints to collect the SMD-paigts to a list. If the
size of the list is less than one, we skip it. Otherwise, wetls® list of SMD-only points
by the function ‘chiSquare’ as described in the basic classgt®ors. Two standard
integer maps, u2p and v2p, are then created to store the assauiatygematching SMD
clusters to SMD-only points. We start scanning the SMD U antusters at the same
time, and find the one at the inner side of the SMD, which means & Banaller mean
value of strip number. A reference is given to the U or V duatethe inner side.
According to the map we created, we can find how many pointsnatehed to this
cluster by simply calling the size of the map for thistedudf the size of the map for this
cluster is one, we say this is a unique SMD cluster whiatcines a SMD-only point.
This point will be pushed back to the temporary storage point veeatefined at the
beginning of this function. We loop over all SMD clusters and findthedse unique
cluster-related points at the first stage of the algorithm. \Beitdo not save these
temporary unigue points to the final point pool yet, and we also do not reheouaique
clusters from the cluster pools. This is because a unique clastemty be related to a
single SMD-only point, but a SMD-only point can be related to multipigue clusters.
If we save a first-found unique point to the pool and remove relate@rduste will not
be able to find other normal points related to these removed eslu3teough rather

technical (and difficult to explain), this is a significant imypement over previous
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algorithm, and allow us to find more points to avoid efficiency losseeaonstruction.
This logic leakage is illustrated in figure c.4. To fix tlgeoblem, we developed a
‘splitting algorithm’ to store unique points with the correct ggerunique key and

position information, and remove related SMD clusters from the SMD cluster pools

Figure c.4: SMD-only points distributed in the SMD U and V cluster network above.

Figure c.4 illustrates most of the energy deposition situationsrisa from the
decay photon pairs in the SMD. Each line in both the vertical and haizatirgctions
represents a SMD U or V cluster separately. The red poinheneft represents an
isolated point; the central two points represent the unique pointsseelds above; and
the right four points correspond to the two decayed photons in SMD, wtileh mermal
case. The isolated point will be pushed into the point pool. The tpattaof two unique
points will be treated by the splitting algorithm. As for timal case indicated on the
right, we will discuss this later.

The splitting algorithm was developed to treat unique points stotled iamporary
vector. The basic feature for these points is that they shasaiie U or V cluster with
each other. But when we save a point into the pool, we need to saveotlsetsnof

cluster information for this point. In this case, it would be inconesave the common
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U or V cluster to two unique points. The splitting algorithm is glesdl to split the
common cluster into two new clusters, with new cluster Id keys aed)e information.
So in practice, if the size of the temporary storage vectwtitess than two, we start our
splitting procedure; otherwise, the element in the storage vector is an isolatedupabimt
will eventually be pushed into the final point pool. Before we enterthe splitting, we
sort these unique points by chiSquare as defined above. We then loop avagad
points to the mean value of strips for two clusters in both U apthhes. If two points
are found to be sharing the same U or V cluster, the energiesdretihe common shared
cluster and other two clusters from the two points will bestesd see if they qualify to
be split, using the following equation:

Eshare—Ec1—Ec2
EsharetEc1tEc2

zratio = (c.10)

whereE;, .. IS the energy of the shared cluster, &pdandE ., are the cluster energies
from the other plane of the two points. If the zratio is not fatigan 0.2, we split the
shared cluster to create two new clusters; otherwise, we damnsider the two points
sharing a cluster as likely to be two separate showerszriBtie cut of 0.2 was chosen

based on the simulation study shown in figure c.5.
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Figure c.5: Zratio distribution between the shared cluster and two clustershie other
plane with the flat energy [5,60] GeV MC sample.
By applying the 0.2 zratio cut, roughly 80% of the unique points qualifyhe
splitting algorithm. The key part of the splitting code is plitsa single cluster in one

SMD plane shared by two clusters in the other plane into two new clusters.

AL

Figure c.6: The left plot shows two U clusters, which share the same \ clnsten in
the right plot. V1’ and V2’ will be the two generated new clusters.
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The two new generated clusters will have the same centroitfignddex numbers
as the old one. But they will have new cluster Id keys and eseijie energies will be

calculated by the following formulae:

E
E! = X —<L c.11
1 share Eci+Ecy ( )
E
E,=E X —2— c.12
2 share Eey+Eco ( )

whereE; andE; are the energies of the two new clustétg,,. is the energy of the
shared cluster; anfl.; andE,, are the cluster energies from the other plane for the two
points. After the splitting, a new point 1 with ene#fyE.; and a second new point 2
with energyE; + E., will be pushed into the final point pool. Meanwhile, the
corresponding clusters will also be saved for related points withkeg number. Then
the findPoints function will be called again in this chain to find other pairs.

After analyzing these isolated and unique points, we come tasthstdge of the
findPoints function, which treats the “normal case” in figure c.4. rbogine is that we
loop over the clusters remaining from the previous stages, andwee#n find clusters
matching two or more points. These points will be temporarily savasother vector.
We loop over these points to find the point with the minimum chiSquarehwheans
this point has the best energy matching between its U and érclWge push this point
into the final pool and remove the two clusters forming the point tr@rcluster pool,
then call the function findPoints again to find more normal points.

The shareEnergySmd function is designed to reassign the paigy &#om SMD-
based to tower-based. We loop over all points from the pool generatedifidPoints
above, and apply weights to tower 0 and the neighboring towers ofpeathWe use

the SMD energy of each point as the weight. By doing thistafver contributes to only
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one point’s energy, it will be only weighted once; but if a toe@ntributes to multiple

points’ energies, it will be weighted multiple times. We thentgohe second step, to
decide the energy of every point. We loop over all points again, ahé ichain of each

point, we loop over the neighboring towers around tower 0. The enerlig gfaint will

be decided by:

E, =Y Epn X EIS/V"”iD (c.13)
whereE, is the final energy of the point;sums over tower 0 and all neighbafs;
represents théh tower energyEs,p represents the point SMD energy; #idis the
total weight for thdath tower. After the calculation, we replace the energy of eaaft poi
with the newk,, and save it in the same point pool to reconstrdcEnergies in the pre-

shower and post-shower layers are also decided by this method, theygitemot used

in this analysis.

C.5 The Pion-M aker

The Pion-Maker is a complicated object containing several slagte different
functionalities. The Pion-Maker has been developed with thregsstaeconstruct all
possibler® candidates; filter these candidates by specific cuts andgsetth store them
into r° trees; and build a framework so that we can read the trees for furthersanalysi

We use the points made in the Point-Maker as the input to recormiruct
candidates. The points are stored in the final point pool vectoredkeiin the Point class.
We call these points, and form “gamma-gamma” pairs on a sector by sesisofiob&ach

event. For real data, we use the primary vertex positiomeagetrtex information for both
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points from the same event; for Monte-Carlo studies, the vertertiso zero for all
events by default, but users can change these settings. Rguaat; we use the energy
and position information to calculate the 4-momentum of each point. When wderoasi
pair of points, we can then calculate the invariant mass, momentumothed
information for ther® candidate based on each point’s basic information and the primary
vertex. At this stage, all of these matched gamma-gamma fpainsthe same sector
provide us with the raw® candidates by a mix-maker class.

Then these® candidates go into the analysis class at the second stage.tave fil
these candidates by various cuts and settings, sort the survivdifebgnt spin states,
and store them in the® tree for further analyses. To save these trees, another class
named Mix-Event is used in this class. The Mix-Event classcdélasisets up all
necessary information for thes before they can be stored to trees and chained, so this
Mix-Event class is also used in the third stage. Furthermore, a nwihbistograms are
saved in the resulting root files according to this analysisscleo that some simple
analyses can be performed based directly on these histograeedimgt ther® trees.

This class is the main analysis tool fdts, and more technical details will be discussed
later.

The reconstructerfs are stored in trees in the Mix-Event class. In our double-spin
asymmetry analysis, the? finder program does not do everything for us, but it is very
general and prepares the results for future analyses. A RileRelass was developed to
chain over ther? tree files, to be very flexible, and accommodate a varietisefs. The
PiO-Reader class reads reconstructed pions and returns evémstype of Mix-Event

class, where we save the information such as invariant masstgyTphi, zgg, energy,
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spin-four states, and others. Based on this framework, we can n@ntadizspin-
dependentr® yields according to relative luminosities in the asymmetndys for
example.

The Spin-Cuts, Spin-Histos, Mix-Event, and EEMC-Pair classetetined as basic
classes working as tools for main analysis. The main analysis include the Mix-
Maker, PiO-Analysis and PiO-Reader classes. We will disttigssgechnical details in the

following sections.

C.5.1 Basic classes

The first stage of the Pion-Maker is to reconstructrsandidates using the Mix-
Maker class. The basic classes utilized in the Mix-Makessche the Point class and
EEMC-Pair class. The Point class has been described in theMrakat section, and the
EEMC-Pair class is designed to generate fundamental infermédr pairs of points,
such as the invariant mass, energy,, ¢,,,, pT, pz, momentum and vertex. It also
provides a kind of vector type definition of EEMC-Pair. Type debingi are always
useful in the chain analysis. The EEMC-Pair class is calléldei Mix-Maker class, given
two points and point vertex information, which is needed as input to thekimamatics
calculations of the Pair class. In the kinematics, the energ§ &r° is the summed
energyE,; + E, of the two pointsz,, denotes the energy sharing of the two gamma
points in ar®:

Ei—-E;

Ei+E;

Zyy (c.14)

Three-vector momenta are calculated for the two points basdw gosition and vertex

information for each point. Directions are determined according to
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momentum, = position, — vertex, (c.15)
for i=1,2. To obtain the two momenta, these unit vectors are scalie lzprresponding
energies for the two points. The opening ang)g is then calculated from the two
momentum vectors. The vector sum of the two momenta gives us thexvot@entum of
the neutral pion. The mean vertex is then calculated from the twc’peantices as (in

our analysis, the two vertices are the same):

E1Xvertex1+E,;Xvertex2
E,+E;

vertex = (c.16)

Finally, the invariant mass of neutral pion is calculated as:

mass = E X Jl—izﬁysin% (c.17)
The transverse and longitudinal momenta, pT and pz, are derived hentotal
momentum, and we can directly call them for further analyses.

At the second stage of the Pion-Maker, we filter the raw @indidates and store
them intorr® trees by the Pi0-Analysis class. A number of histogramsakso stored in
root files instead of trees. The basic classes Spin-Cuts;Higtios, and Mix-Event are
designed to help the analysis. The Spin-Cuts class provides sodarfental thresholds
for ther® analysis. The z-component of the vertex for reconstructed constrained
from -150 cm to 150 cm. The default cut for the energy sharingblar,, is from 0 to
1, which includes all possibilities. The pseudo-rapidity detegiut is set based on the
EEMC geometry from 1.086 to 2.0. And to satisfy the filter, thestrarse energy of at
least one of the two points which are used to reconstruct a tavaingion has to exceed
a cut at 3.0 GeV. This basic class only provides part of the cuthdoPiO-Analysis

maker, and more settings will be introduced in the main class later.
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The Spin-Histos class is used to generate a series of &mstdt contains a basic
framework called SpinHistos with two variables: name ane.til set of general
histograms are defined in the class: hMass, hPT, hZgg, hZvea, hEEmcEta, hPhi,
hRGeo, hYX[0], hYX[1], hYX[2], hE1E2, hPhiggVsEnergy, hEpi, hEsmd, hEprel,
hEpre2, hEpost, and hEprel2, which denote histogram information for the di-photon
invariant mass, di-photon transverse momentum vs mass, di-photon enarngy sis
mass, event z-vertex vs mass, reconstrugtefiz® candidate vs mass, detectpof 7°
candidate vs mass, detectprof 7° candidate vs mass, reconstructfdgeometry at
polar coordinates in the EEMC, reconstructécgeometry at Cartesian coordinates in
the EEMC, point 1 geometry, point 2 geometry, point 1 energy vs poimergyge,, vs
7% energy, reconstructer energy vs mass, the ratio of SMD energy oseenergy vs
% energy, similar ratios from pre-shower 1, pre-shower 2 and posesivsw® energy,
and pre-shower 1 energy vs pre-shower 2 energy, respectively. Véhersevs call the
Spin-Histos class in the Pi0-Analysis maker, this set of histog will all be generated
automatically. The two flexible variables allow users to agefimultiple histogram sets
with this class type during the analysis, if users simpdygasdifferent name and title to
the Spin-Histos class. For example, in a simple analysis, ame define a set of
histograms for any reconstructefls, and another four sets of histograms according to
the four spin states. These sets of histograms all have the ge of definitions
described above, but with different constraints and titles when wehest. These
histograms will not be stored in the trees, and are only saved in the root files
generated after chains. The definitions of histograms in tlaissctan therefore be

modified as necessary without affecting tree results.
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The Mix-Event class stores all th® information into trees realized in the PiO-
Analysis class and also returns the information for further ussgeed in the PIO-
Reader class. Four main functions are defined in this casiair, setEvent, setSpin4
and Clear. The first three functions are used to store retdtedormation, and the last
function is a basic routine in the code to clear storage infawmdtetween events to
avoid overlapping and memory leakage problems. We are analyzibgt\vents in the
experiment. When an event enters the Pi0-Analysis class, vikeusetEvent function to
record the following information from the event: event Id, event numhbar]d, event
information, run information, LO trigger, trigger Id collection, magnégld, bbc trigger,
emc trigger detector, and primary vertex position. When arfais ready to reside in the
tree, we use the addPair function to store this particle withall@ving information:
mass, transverse momentum pT, reconstructed pseudo-rapjdgimuthal anglep,
energy sharing,,, opening angle,,, energy, detector etg, pre-shower 1 energy, pre-
shower 2 energy, post-shower energy, SMD U energy, SMD kjgne vertex, towerQ
index for point 1, towerQ energy for point 1, tower0 index for point2 and emergy
for point2. After chaining over all events, it will also give theatstumber ofr’s added
in the tree.

The setSpin4d function sets the spin state for the current evemj dums. In the
neutral pion analysis, there are basically four spin stateésterests, depending on the
RHIC beam polarizations: PP, PN, NP, and NN. Each spin statdicaited by the order
of blue and yellow beams with positive or negative polarization. &igitmbers are

applied to the four spin states, with 5 to PP, 6 to PN, 9 to NPp NNtby STAR’s
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definition [93]. Ther® information stored in trees can be recalled by the type of Mix-

Event of classes or objects.

C.5.2TheMix-Maker class

The Mix-Maker class takes input points found from the Point-Maildcetomps over
all pairs of points sector by sector to find all possitfleandidates. This class does not
allow many cuts during the selection. We check the vertex infamat each event, and
ignore all events in which a vertex was not found. We check thestrigprmation to
see if the event from a certain MuDst matches our requiveribe only other cut is that
we require the two points constructingto be from the same sector.

The class is initialized at the beginning. The default vestsgtito (-999, -999, -999)
for both real data and simulation. But the main macro to run the ctsl¢hsevertex
simulation samples to zero. Users should notice this to avoid confusiot-Maker and
Mudst-Maker (not from ther® finder, but from STAR base) are also initialized to
provide further information in this class. The first step to nthkeclass is to check the
trigger information and see if the event matches our trigger regamne Only qualified
events are allowed to reconstra®s. Then we loop over all points from the event
generated from the Point-Maker. If points are found, we acquire fheamyr vertex
information from this event and throw away those events withoutié feand vertex.
The vertex information is typically overwritten to zero for siation data. Then we loop
over points in the pool and compare all pairs of points sequentiallypthf goints are
from the same sector, we assign the same vertex informegatified above to the two

points and call the EEMC-Pair class to reconstruef with the kinematics described
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above. The reconstructed is then pushed back to a EEMC-Pair vector to be analyzed
in the next Pi0-Analysis class. We loop over all points to find savé all possible®
candidates to the same vector. This is convenient, because Weovaihe total number

of raw candidates by calling the size of the vector.

C.5.3ThePiO-Analysisclass

This class takes a listof candidates found by the above Mix-Maker class as input,
disqualifies many candidates by various cuts and settings,es@msgs with qualified?®
candidates with spin-dependency into a number of histograms, andrstanésrmation
into trees in the type of Mix-Event class.

During the initialization, a series of Spin-Histos type ofolgimms are defined.
They save the graphical information for all qualified unsontgsiand for spin-sorten®s.

A more important function in this part is that a new T-Tisedefined with the class type
of Mix-Event, which we call mRealEvent’s after selections will be added into this new
tree for future use. Users of this code can also define theitetnstograms during the
initialization to grab extra information.

The most critical steps happen in the make part of this. &dssn an event is
running in the chain, the first task is to find the spin four dtatehis event. The spin
value can be obtained from the database by the command getSpinSitejethe beam
crossing information at STAR. Once we get the spin informationcallethe setEvent
and setSpin4 functions described in the Mix-Event class to save related imdartoahe
mRealEvent. The tower information is then copied to the mRealEvemt thiis event.

The trigger information will be checked again here to semiiftrigger requirement is
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among the trigger collection of this MuDst event. Failed eventslapped. If the event
passes the trigger check, all layers of towers and SMD plamegy information is
copied to the mRealEvent from this event. Then we filter&ltandidates by looping
over them and matching various cuts and settings. Candidatesatedérom the Mix-
Maker and a special function ‘accept’ has been developed to d¢étedidates. The
‘accept’ function is first required to pass a two-body-cut. Thethady-cut is based on
the pair of points forming the®. For each point, we can find a cluster of towers around
tower0 which is the center tower of the point. Thus, a region witheeimum tower
count of eighteen is formed by the pair of points. The currenhgétir the two-body-cut
is that no more than four points can be found in this region. If sorthéandidate will
be disqualified. The next cut requires that both points have to exceedeV.501G
transverse energy. We require the two towerOs of the pair todusittve ADC values.
As we discussed in the Spin-Cuts class, the tower Et cusetds 3 GeV, which means
at least one of the two points has to pass the Et cut with #mirat towers. To be less
sensitive to tower boundary effects found later in real data siealy more complicated
setting for the Et cut has been designed, which replaces thertoBsEeV cut with a
bivariate Gaussian distribution peaked at 3 GeV along the pseudoyamditizimuthal

directions. The bivariate Gaussian distribution is set by the followingularm

peta—meta

Cut = 3.0 x e 0T + &) (c.18)
wherepeta is the detector eta for each point in the EEMC, @&t is the central value
of detector eta for each etabipi. is the modified azimuthal angle for each point. The
azimuthal angle for each point in formula (c.18) is recalculatechodulo (6 degrees),

because zero degrees are exactly located at the center saflimetor. The widths along
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the two dimensions were set to 0.035 radian and 2.3 degree based otiginsilaly
(see following Chapter). More details about how we set this hiearGaussian
distribution will be discussed in the later simulation and real dagdysis part. But the
conclusion is that this change does not help much in improving pion yielecbvering
from edge effects.

The final cut in the ‘accept’ routine is the deteqtout, which is set from 1.086 to
2.0. Most of those threshold values are defined in the Spin-Cuts atalssjeaare just
using the parameters here. Once #fecandidate qualifies and is accepted by the
function, we call the addPair function to add tihisinto the mRealEvent. A number of
histograms are incremented at this point. User-specified histsgcan be also filled in
this region by their private settings. A simple combinatorickgamund algorithm was
also developed in the code, but eventually we decided not to use dthedmn our
background study for real data analysis, so | will not discusgénishere. At the end of
this part, the tree defined above is then filled according to theatBRent, which means

all qualifiedz® and event information is stored into trees for further analyses.

C.5.4 The PiO-Reader class

This class provides the framework to opennth&ee for further analyses. So it
must be utilized with other macros to realize more functions. ¥ample, this class is
used in the normalization of spin-dependent pion yields, according toetatve

luminosities in the double-spin asymmetry calculation.
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In the header file, we define the constructor and destructtrfd?iO-Reader, and
the important function ‘chainFile’ and a Mix-Event type of eventleath defined. These
definitions open the gate tf trees.

This is a relatively simple class. A name is required taigreed to the class at the
beginning, which should be consistent with what we defined in thé\Ralysis maker.
A new chain is then defined according to the name, so that whentiaézaithe class,
the branch address can be directed to where we save ourTineeswhen we call the
event defined in the head file from the macro, it will give ustikealEvent stored in the
trees. The function ‘chainFile’ is the important running part in ¢hass, which checks
the file name to see if it is a root format file, and addsdbé format file into the chain.
By implementing this class in a certain analysis macro, we only need twighethe root
files which will be generated from the finder program. Thus this PiO-Reader class

makes our whole analysis more flexible and user-friendly.
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